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Abstract—Confidentiality is a critical aspect in todays Risk
Assessment (RA) practices for many industrial organizations.
Assessing confidentiality risks is challenging and the result of
a confidentiality RA is still largely based on the subjective
opinion of the risk assessor(s). The presence of cross-organization
cooperations (e.g. outsourcing), makes a confidentiality RA even
more challenging because there are additional threat agents
to take into account (e.g. an outsourcers employee). In this
paper we present CRAC, an IT infrastructure-based method
for assessing and comparing confidentiality risks of IT based
collaborations. The method determines confidentiality risks by
taking into account the effects of the leakage of confidential
information (e.g. industrial secrets and user credentials), and the
paths that may be followed by different attackers (e.g. insider,
outsider and outsourcer). We also show how the CRAC-method
can be applied in practice and we evaluate its effectiveness by
applying it to a real-world outsourcing case. Index Terms—
onfidentiality, Risk Assessment, IT-Infrastructureonfidentiality,
Risk Assessment, IT-InfrastructureC

I. INTRODUCTION

Nowadays, most data exchange within and across orga-
nizations boundaries takes place electronically. Exchanged
data often contains confidential information, e.g. employee
records, client information, and financial data. Collection,
storage and use of information assets are usually issue to
privacy and legislations (e.g. BASEL [3], Directive 95/46/EC
[1], HIPAA [7], PIPEDA [30] and SOX [35]). Accordingly,
loss of confidential information often results in economical
and personal damage, both for the business and for the data
owner (see e.g. [13], [22], [25]).

Good security (on the other hand) is also costly and even
the best and most expensive countermeasures cannot mitigate
all possible confidentiality incidents. This is mainly because
of the impossibility of monitoring all confidentiality breaches.
Therefore, the goal of security officers is to strike the right
balance among security, budget, and system usability. To
achieve this, they typically refer to well-established standards
and best practices such as COBIT [10], ISO 27002 [17] and
NIST 800-30 [4].

Assessing IT (confidentiality) risks becomes particularly
challenging in the presence of cross-organizational cooper-
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ations, e.g. IT outsourcing or managed cloud computing.
As part of the cooperation, organizations typically connect
together their IT-infrastructures and they grant access rights to
each other’s (confidential) information to each other’s employ-
ees. This process establishes a so-called IT-enabled network of
organizations cooperating with each other, each with different
roles and with different (and often conflicting) goals. IT-
enabled networks of organizations increase the complexity of
an IT-confidentiality risk assessment because one has to deal
with a more complex IT-infrastructure and with an extended
set of potential threats. For example, in a standard scenario
threats can originate from within the organization (insider)
or from outside the organization (outsider). However, in an
outsourcing scenario further threat agents can originate from
the outsourcing-provider. For example, an employee of the
outsourcer have some privilege on the information of the
outsourcing-client but the security policies of the organization
does not apply to him.

To make informed decisions on the (security) design of its
IT-infrastructure, an organization needs to fully understand the
confidentiality risks that arise when there is a collaboration
with other organizations. How and where confidential data is
stored has a big impact on the security of the IT-infrastructure.
Decision makers need to be able to assess and compare
different solutions about the design of IT-infrastructures based
on the confidentiality risks. This can only be achieved if
risks are consistently assessed for each considered solution.
However, the result of typical risk analysis methods cannot
be consistently compared with each other if they were car-
ried out by different people. This happens because they are
mostly based either on subjective opinion of the different risk
assessor(s) or on event histories. Confidentiality risks are even
harder to assess in an inter-subjective (independent of personal
judgement) way, because of their non-functional nature and the
lack of logs about past incidents.

To solve these problems, in this paper we present the
Confidentiality Risk Assessment and Comparison (CRAC)
method. With the CRAC-method one can assess confidentiality
risks by taking into account both how information assets
flow in the underlying IT architecture and the different paths
attackers can use to find their way in the architecture. We
use information flow [28] and a customized version of attack
paths [34] to elicit necessary information on confidentiality
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aspects. We use information flow to analyze where and “how
much” critical information is located in the system, and attack
paths to model how attackers with different profiles may be
able to reach this information.

The main contribution of CRAC to confidentiality risk
assessment is that it support decision providers by allowing
them to compare the confidentiality risks of alternative IT-
infrastructure design solutions. CRAC is meant to be employed
for infrastructures used by IT-enabled network of organiza-
tions, in such a way that it reduces the subjectivity of the risk
assessment results.

We show the feasibility of the CRAC method by applying
it to a real-world case and by evaluating its subjectivity,
practicality and precision based on the success criteria that
we derive from the case-study stakeholders.

CRAC improves and extends our earlier work, DCRA [27],
for confidentiality risk assessments. Please refer to the related
works for a description of the extensions and improvements
over DCRA.

The structure of the paper is as follows: in Section II we
describe the industrial case, in Section III we present the
CRAC method and we show how to use it by referring to the
industrial case, in Section IV we evaluate the CRAC method
with respect to the criteria of the industrial case stakeholders.
Finally, in Section V we present the related work and in
Section VI we draw our conclusions and future work.

II. INDUSTRIAL CONTEXT

In this section we describe the industrial case we will use
both to present the CRAC-method and to evaluate it. We
present the organizations involved, the IT-infrastructure of
the system to be risk assessment, the stakeholders of these
organizations and their goals.

A. Case Description

A large multinational electronics manufacturing company
is outsourcing the management of its authentication and
authorization system to a multinational IT service provider.
From here on we will refer to the electronics company as
the Company, the outsource supplier as the Outsourcer and
the authentication and authorization service to be delivered
by the Outsourcer as the System. The System is used by
the Company’s employees to access the Company’s data
and services, and by the employees of the Outsourcer for
configuring, monitoring and maintaining the system (from now
on we refer to this as the Managed Services).

The Outsourcer proposed to replace the IT-infrastructure
that the System is currently built on with an alternative IT-
infrastructure. The company needs to know if the new IT-
infrastructure is at least as secure as the IT-infrastructure that
is currently in use. However, there are several confidentiality
related, architectural and organizational trade-offs between the
two infrastructures. Therefore, the Company can not compare
their relative confidentiality risks intuitively or with a subjec-
tive risk assessment method. Our goal here is to analyze and
compare the two infrastructures w.r.t. the confidentiality risks.

The above mentioned two alternative solutions are illus-
trated (in a simplified version) in Fig. 1, which also shows
the access paths that can be followed by the Outsourcer’s
employees to get access to the Company’s systems.

The first infrastructure (Alternative 1 in Fig. 1) is the one
that is currently in use. It comprises a single access path used
by all employees of the Outsourcer for reaching the Managed
Services. All access attempts to the Managed Services are
monitored by the session directory services. The terminal
server makes applications available to the Outsourcer’s em-
ployees in a terminal session. The secure gateway (1), which
is installed on the third party gateway (TPG) of the Company,
is responsible of authenticating the Outsourcer employees to
the Managed Services. The presentation server is used by the
(authorized) Outsourcer employees as an interface to manage
applications.

The second infrastructure (Alternative 2 in Fig. 1) is the
IT-infrastructure that is proposed by the Outsourcer. The first
main difference with Alternative 1, is that Alternative 2 con-
tains a second access path with two further IT-components (the
stepping stone portal and the stepping stone server). These IT-
components allow a special group of the Outsourcer employees
to access the Managed Services in emergency cases. Unlike
the first path, which uses two-factor authentication (i.e., a
secure ID plus a password), the second path uses IP based
authentication. The second main difference in Alternative 2 is
that the secure gateway (secure gateway (2)) is located in the
intranet of the Company, and not in the demilitarized zone as
in Alternative 1.

The information classification scheme adopted by the Com-
pany is made of three levels: private, highly confidential and
company confidential. For instance, user credentials contain
personal information (e.g. social security numbers) and are
therefore classified as private. Information such as business
information and access control lists are considered critical for
the business and are therefore classified as highly confidential.
IT-architectural documents on the other hand may cause a loss
only if 3rd parties access them and are therefore classified as
company confidential. Confidentiality levels determine who is
authorized to access the data. In this case, user credentials
should be accessed only by the data owner, IT-architectural
documents should be accessed only by the employees of
the Company and the Outsourcer, and business information
and access control lists should be accessed only by those
employees of the Company and of the Outsourcer who need
to access it to fulfill their duties and should be unaccessible
to others.

B. Stakeholders and Their Goals

The stakeholders involved are the Global Infrastructure
Board (GIB) and the Risk, Performance & Compliance Unit
(RMC). They are independent business units of the Company.

GIB is the owner of the System. It requests RMC to assess
the risks of all new or updated IT systems. In this particular
case GI wants to know which of the two IT-infrastructures is
more robust to confidentiality breaches. GIB has determined
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Fig. 1. Alternative access paths to Managed Services using two alternative IT-infrastructures that are under investigation.

the business impact of confidentiality breaches, which in this
case depends on (a) the criticality of information asset, (b) the
number of instances that get disclosed, and (c) to whom they
get disclosed to. Information assets consists of instances. For
example, if client data is an information asset, then each client
record is an instance of this asset.

RMC is responsible of assessing the risks and compliance
requirements of the IT systems. RMC uses a check-lists based
risk assessment method that has been developed according to
the requirements of the Company. From here on, we will call
this method the RA method. The RA method consists of two
main parts: (1) Business Impact Analysis; and (2) Threat and
Vulnerability Analysis.

According to RMC, although the RA method is practical,
the results it delivers rely too much on the subjective opinion
of the risk assessors. Furthermore, the RA method assesses
risks based on a list of standard threats which are not linked
to any component of the IT-infrastructure under assessment.
For these reasons, the results RA delivers cannot be used for
comparing alternative IT-infrastructures. RMC then asked us
to improve its risk assessment method in the following ways:
(1) make the risk assessment process less subjective; and (2)
change it in such a way that the assessment result allows
comparing different IT-infrastructures.

III. THE CRAC-METHOD

The CRAC-method assesses the ease of a person accessing
critical information intentionally or by accident. For this,
it analyzes the components that form the IT-infrastructure
(e.g. applications, operating systems, and network segments)
and their vulnerabilities that are relevant for an information
security risk analysis. To note that, the CRAC-method adopts
IT security related constructs from ISO/IEC13335 [18]. Our
analytic approach to confidentiality risk assessment is mo-
tivated by the impossibility of monitoring all unauthorized
access to information and thus determining the likelihood of
confidentiality breaches using event history.

The CRAC-method is built on two ideas. (1) Information is
a logical asset, so it does not stay at one place only but can
flow from one component to the other one. For instance, it

could flow to an IT-component because a user copies it there.
(2) An attacker may penetrate into a system through different
components and follow different attack paths. For instance, a
hacker may seek ways of revealing the information available
on a server over the internet connection, whereas an outsourcer
may have physical access to the server and try to read that
information directly from the hard disk of the server.

CRAC analysis consists of four steps.

Step 0: Collecting the basic information from available
documentation and from interviews with the stake-
holders.

Step 1: Analyzing the paths information can flow through
an architecture and determine impact.

Step 2: Identifying attack paths that may be followed by
threat agents and determine reachability.

Step 3: Combining the results of Step 1 and Step 2 to
identify weak spots and evaluate risks.

In what follows, we present these steps closer and illustrate
how we apply them to the System.

A. Step 0: Collecting Basic Information

In this step we collect the following information:

• the list of information assets present on the system, their
confidentiality level and homogeneity property;

• the list of IT-components that form the IT-architecture of
the system and how components are related to each other;

• the list of vulnerabilities; and
• the list of possible threat agents.

We use the following basic notation. L is the ordered set
of all the confidentiality levels (e.g. {top-secret, confidential,
public}); N is the ordered set of all the information asset
quantity classes (e.g. {all, single, none}); H is the ordered
set of all the information asset homogeneity classes (i.e. {
homogeneous, non-homogeneous}); I is the ordered set of
all the qualitative single impact values (e.g. { very-high, high,
medium, low, null }); TI is the ordered set of all the qualitative
total impact values (e.g. { very-high, high, medium, low, null
}); P is the ordered set of all the qualitative likelihood values
(e.g. { very-likely, likely, unlikely }).

3



We call information assets the “semantic components of an
information system that are required for an organization to
conduct its mission or business” [21], e.g. customer informa-
tion and user credentials. A is the set of information assets we
consider (e.g. customer data, passwords). To each information
asset a ∈ A we associate a confidentiality level l : A → L.
C is the set of IT components (e.g. computers, applications,
rooms) where the information assets may be present. A com-
ponent c can contain multiple instances of a given information
asset a (i.e. multiple data instances) at a time. The mapping
n : A × C → N is a qualitative estimate of the number
of instances of a that can be retrieved from component c at
once. An information asset a is homogeneous if the damage
due to its disclosure can be considered proportional to the
number of its instances that get disclosed. For example “social
security numbers” are homogeneous, since the damage due to
the loss of one hundred social security numbers is larger than
the damage due to the loss of a single social security number.
Conversely, an information asset is non-homogeneous if the
damage due to the disclosure of one instance is as big as
the damage of the disclosure of all instances. For example,
if credentials of one user get disclosed, the damage to the
company is the same as if credentials of 100 users with equal
access writes would be disclosed. To model this we use the
mapping h : A→ H .

Running example - Part 1. In our example, following the
information classification scheme that is adopted by the Com-
pany, L = { high, medium, low} and N = {none, single, all}.
The information assets that we take into account are User
Credentials and Business Information. Employees of the out-
sourcer use User Credentials to access the managed services.
l(User Credentials) = high and h(User Credentials) = non-
homogeneous. User Credentials are available (among oth-
ers) on the User Credentials Directory IT-component of the
system. For instance, all of the User Credentials instances
in User Credentials Directory can be retrieved at once.
However, not all information assets can be retrieved from
all components. Business Information is data related to the
business of the Company, which is stored and processed in its
information systems. l(BusinessInformation) = medium and
h(BusinessInformation) = homogeneous.

Definition III.1. (architecture graph) An architecture graph
arch = 〈C, E〉 is a directed graph in which C is the set of
vertices representing IT components and E is the set of edges
E ⊆ C × C. (c1, c2) ∈ E iff there exists a direct connection
between c1 and c2 such that data can flow from c1 to c2.

An architecture graph is a representation of the IT in-
frastructure under exam which we use to determine how
an information asset a can flow from one component to
others. We build an architecture graph based on the available
documentation about the System and on interview sessions
with the stakeholders.
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Fig. 2. FPUserCredentials in Infrastructure 2.

B. Step 1: Analyzing information flow

In this step we first analyze the logical and physical con-
nections among components based on an infrastructure. Then,
we determine the impact of each component by considering
the information assets that may flow to them. If there is a
possibility for an information asset to flow to a component then
we assume that that information is present on that component.
We furthermore assume that information flows in a predictable
way. Thus the information flow analysis can recognize all
possible paths according to policies and documented properties
of the components.

In more detail, to model information flow we build for each
information asset a a set of flow paths. A flow path is a
path in the architecture graph which starts with a component
where a is stored. The nodes of a flow path represent the IT-
components in which a can be accessed by an attacker. We
represent a flow path by an ordered list fp = [c1, . . . , cn] where
c1 . . . cn ∈ C with no repeated occurrences of ci. We call
FPa = {fp1, . . . , fpm} the set of flow paths of a. We use the
maximum number of instances that may flow to a component
c from its connected components to determine the number of
instances an attacker can disclose by gaining access to c.

Running example - Part 2. Fig. 2 illustrates FPUserCredentials in
Infrastructure 2. User Credential Directory is the component
where User Credentials reside. For the sake of presentation
we included in the paths only the components which are also
listed in Fig. 1. The remaining ones are represented by dots
“. . . ”. We observe four information flow paths. In the leftmost
path credentials flow from the User Credential Directory to
the Terminal Of The Special Outsourcer, which is the terminal
used by the employees of the Outsourcer with special status.
In the second path, credentials flow towards the Terminal Of
The Outsourcer. In the third path credentials flow towards
the Identity Management Application, which the employees of
the Company access remotely. In the last path credentials are
synchronized between the User Credential Directory and the
Identity Store.
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TABLE I
BEHAVIOR OF THE � OPERATOR.

� all single none
high very-high high null

medium high medium null
low medium low null

After constructing the flow paths we determine for each
information asset a, for each component c and for each flow
path fp ∈ FPa, the number of instances of a that are present in
c according to fp using the function (n : A×C×FPa → N ). If
we call index(c, fp) the index of c inside fp, then n(a, c, fp) =
mini≤index(c)n(a, ci), where ci ∈ fp.

Then, we determine for each a, c and fp, the impact of
the disclosure of the instances of a which are present in c
according to fp using the function (fp-imp : A×C×FPa → I).
To this end, we take into consideration the number of instances
of an information asset which can be extracted to a component
at once, as well as their confidentiality level and homogeneity.
Recall that l(a) and h(a) are respectively the confidentiality
level and the homogeneity property of information asset a and
that n(a, c) is the maximum number of instances of a that can
be extracted from c.

fp-imp(a, c, fp) =

l(a)� n(a, c, fp) , if h(a) = homogeneous;
l(a)� all , if n(a, c, fp) 6= none;
null , else.

Where � : L × N → I is a monotone composition operator
for ordinal scale qualitative values in L and N . � should be
agreed on with the risk assessment stakeholders to guarantee
that everybody understands how values are composed.

Now, we are able to compute the impact of the disclosure of
each information asset a on each component c, imp : A×C →
I , as the maximum impact with respect to all the possible flow
paths in FPa. We determine impact according to the following
equation:

imp(c, a) = maxfp∈FPa
fp-imp(a, c, fp) (1)

In practice quantitative values are difficult to obtain. Con-
sequently, the CRAC method determines the impact with
partially ordered qualitative values, as it is commonly done in
many risk assessment methods. These values belong to ordinal
scale class. According to the measurement theory the ordinal
scale preserves order and is monotonic increasing. Since the �
operator satisfies these properties we say that it is theoretically
valid. However, if quantitative values are available then the �
operator behaves as a multiplication.

Running example - Part 3. We agreed with the Company on
the binary merge operator � on L and N as shown in Tab. I.

Let us now determine the impact of the disclosure of
User Credentials and Business Information on the IT com-
ponents of the architecture. Because User Credentials is a
non-homogenous asset, its confidentiality level is high and
in all the four flow paths n(UserCredentials, c, fp) 6= null,

TABLE II
BEHAVIOR OF THE ⊕ OPERATOR.

⊕ very-high high medium low null
high very-high very-high high high high

medium very-high high high medium medium
low very-high high medium medium low
null very-high high medium low null

then the impact on all components in the architecture on
which User Credentials flow is high. Business Information
is homogeneous and its confidentiality level is medium. The
amount of instances of it flowing to Secure Gateway is all.
Accordingly, the impact of Secure Gateway is high. However,
the number of instances flowing from Secure Gateway to its
children is single. Consequently, the impact on the children of
Secure Gateway is medium.

Summarizing, in this step we have built a set of information
flow paths: one for each architecture graph, information asset,
component the assets resides on and graph path. Then, we
determined the impact of the leakage of an information asset
on each component in the architecture. By merging the impact
values relative to a specific component with respect to the
different information assets we obtain the total impact of the
component.

The total impact for component c is the impact of the
disclosure of all confidential information assets available on
c. If c contains only one information asset a, then imp(c) =
imp(c, a). On the other hand, if c contains two or more assets
(say a1 and a2) then we “add” imp(c, a1) and imp(c, a2). To
this end we use the monotone operator ⊕ : TI × I → TI
defined in Tab. II (as for �, ⊕ shall be agreed on with the
stakeholders). More formally, the total impact of c is given in
the following definition.

Definition III.2. (Total impact)
Given a component c and a set of information assets A, we

call total impact of c expressed by the function imp : C → TI
the cumulative loss caused by the disclosure of all confidential
information available on c. imp(c) is given by the following
equation:

imp(c) = ⊕a∈Aimp(c, a) (2)

Running example - Part 4. We assume that on the component
Terminal Of The Special Outsourcer only the information
assets User Credentials and Business Information are avail-
able. Now, recall form Running example 3 that imp(Terminal
Of The Special Outsourcer, User Credentials) = high and
imp(Terminal Of The Special Outsourcer, Business Informa-
tion) = low. By applying the ⊕ operator we obtain the total
impact: high.

C. Step 2: Constructing APGs

In the second step of the CRAC-method we build the
Attack Propagation Paths (APPs) which describe how different
threat agents might penetrate into the IT infrastructure. Then,
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we determine the likelihood of a threat agent to access the
information available on each IT-component.

In CRAC, a threat agent t is someone who, intentionally or
by mistake, causes a confidentiality breach that may result
in the disclosure of the information assets available in a
component. We call T the set of all threat agents in the System.
For assessing the risks of a system the threat agents need to
be enumerated in agreement with the RA stakeholders.

Running example - Part 5. For assessing the risks
of the System we distinguish three threat agents: T =
{Employee, Outsider,Outsourcer}.

Vulnerabilities are weaknesses of the components which
allow attacks propagation. We call V the set of all the
vulnerabilities in the System. We represent the fact that v is
a weakness of c by means of the mapping w : V × C →
{true, false}.

Furthermore, we represent the likelihood that a threat agent
t exploits a vulnerability v to compromise an IT component c
by the mapping p : T × V × C → P .

To model confidentiality breaches we build for each threat
agent t a set of APPs. APPs are based on the concept of
attack trees [34]. Unlike in classic attack trees, the nodes of an
APP do not represent possible actions constituting an attack,
but they are the IT-components that an attacker compromises
during an attack. We say an attack can propagate if two
components are physically or logically connected to each other
(i.e., if they are connected in the architecture graph). We build
each APP in two steps. We first add a node (c1) to the APG
for each IT-component that can be directly reached by a threat
agent (for external threat agents we can add a special fictitious
IT-component “the internet”). Second, we iteratively add new
nodes and edges as follows: if node c1 is in the APP and
c1 is connected to the IT-component c2 in the architecture
graph, then we add c2 to the APP. We repeat this operation
until the component we just inserted is not connected to any
other component. Similarly to information flow paths, we
represent an APP by an ordered list app = [c1, . . . , cn] where
c1 . . . cn ∈ C with no repeated occurrences of ci. We call
APPt = {app1, . . . , appn} the set of APPs a threat agent t
can follow.

Running example - Part 6. Fig. 3 illustrates the APPs
that an employee of the Outsourcer may follow to access
User Credentials on the User Credential Directory, in the
scenario of IT-infrastructure 2. The Outsourcer employee may
access User Credentials Directory via the Terminal Of The
Special Outsourcer or via the Terminal Of The Outsourcer.
We iteratively included components that are physically or
logically connected to Terminal Of The Special Outsourcer and
Terminal Of The Outsourcer until all connected components
of the System are present in the APG.

After constructing APPs we determine the likelihood of
each threat agent t compromising each IT component c by
following each attack propagation path in APPt. In doing so
we need to take into account two properties. (1) Each IT
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Fig. 3. APPs followed by the Outsourcer to access User Credentials according
to IT-infrastructure 2

component may have more than one vulnerability that t can
exploit, in this case we assume the threat agent will exploit
the vulnerability with the highest associated likelihood. (2)
The threat agent needs to compromise other components in
order to compromise c, in this case we assume the likelihood
of compromising c is the lowest likelihood of the list (i.e. the
hardest step).

Definition III.3. (Attack Propagation Likelihood) Given a
component c, a threat agent t, a set of vulnerabilities V , an
attack path app ∈ APGt, and index(c, app) the index of c in
the ordered list app, we call p : T × C × APPt → P the
likelihood of t compromising c by following app where

p(t, c, app) = mini<index(c,app)maxv∈{v|v∈V,w(v,c)=true}p(t, v, ci)
(3)

Running example - Part 7. To enumerate vulnerabilities we
refer to the threat and vulnerability list the Company uses
in their RA-method. NIST SP 800-30 [36] indicates that the
likelihood of a threat agent exercising a system vulnerability
depends on his competencies and conditions. Competencies
are the problem-solving capabilities of the threat agent, e.g.
hacking skills and system knowledge; whereas conditions are
its owned environmental rights, e.g. physical access. Several
researchers in the security field (see for instance [14], [15],
[26], [37]) follow this indication and refer to competencies
and conditions by determining the likelihood of an incident.
In agreement with the stakeholders, here we adopt three com-
petencies and conditions: Physical Access, System Knowledge
and Hacking Skills. We determine p(t, v, c) by cross-checking
if the competencies and conditions of a threat agent t (xt)
to exploit a vulnerability v given the required competencies
and conditions (xv), and if v is a weakness of c. Accordingly,
p(t, v, c) is given by the following equation:

p(t, v, c) =


unlikely, if xt

⋂
xv = ∅ OR w(v, c) = False

very-likely, if xt ⊇ xv ,
likely, if xt ⊂ xv and xt

⋂
xv 6= ∅,

(4)
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If the set of available competencies and conditions of a
threat agent is equal to (or exceeds) the set of competencies
and conditions required to exploit a vulnerability, then the
threat agent is very-likely to exploit the vulnerability. If the
threat agent has only a subset of the required competencies
and conditions, then we say that she is likely to exploit
the vulnerability. In case there are no common competencies
and conditions between the required and available sets of
competencies and conditions, then she is unlikely to exploit
the vulnerability.

In the System, the employee of the Outsourcer has both
Physical Access and System Knowledge. The vulnerabilities
associated with the component Terminal Of The Special Out-
sourcer are Security Unawareness and Weak Authentication.
The attack propagation likelihood of Terminal Of The Special
Outsourcer in the APP built for the Outsourcer is very-
likely, e.g. the likelihood of the Outsourcer exploiting Security
Unawareness (very-likely) is higher than the likelihood of
the Outsourcer exploiting Weak Authentication (un-likely).
Furthermore, the likelihood of the Outsourcer employee pene-
trating into Global Network Of The Company is likely. We
determine this likelihood as follows. The vulnerabilities of
Global Network Of The Company are Virtual Security Zones,
Lack Of Monitoring and Weak Authentication Mechanisms.
These vulnerabilities require System Knowledge and Hacking
Skills or only Hacking Skills. This leads to likely likelihood for
this attack step. Furthermore, each attack path that leads to
Global Network Of The Company contains more than 1 attack
propagation and the lowest likelihood in each attack path is
likely.

Summarizing, in this step we have build APGs (one for each
threat agent and alternative IT-infrastructure) and determine
the attack propagation likelihood of each component in the
APGs. Now, by merging the attack propagation likelihoods for
a component with respect to the different APPs, we determine
its reachability level.

Definition III.4. (Reachability Level) Given a component c,
the reachability level of c reach : C → P is given by the
highest attack propagation likelihood with respect to all the
possible attach propagation paths, as follows:

reach(c) = maxt∈T (maxapp∈APPt(p(t, c, app))) (5)

Running example - Part 8. Terminal Of The Special Out-
sourcer is on the APG of the Outsourcer and Outsider. Its
attack propagation likelihood, according to the APG of the
Outsourcer is very-likely, whereas it is likely according to the
APG of the Outsider. According to III.4 we say that the reach-
ability level of reach(TerminalOfTheSpecialOutsourcer)
is very-likely.

D. Step 3: Risk Calculation and Comparison

In this step we combine the output of steps 1 and 2
to identify the weak spots in the system and compare the
security of alternative IT-infrastructures. We identify the weak

spots, which are confidentiality-critical IT-components, based
on their confidentiality risk.

Definition III.5. (Risk) Given an IT-component c with total
impact imp(c) and reachability level reach(c), the risk of c
is the pair risk(c) = 〈imp(c), reach(c)〉.

Running example - Part 9. In step 1 we computed the
total impact value of TerminalOfTheSpecialOutsourcer (high),
in step 2 we computed its reachability level (high). There-
fore, the risk of TerminalOfTheSpecialOutsourcer for IT-
infrastructure 2 is 〈high, high〉.

After determining the risk of all components for alternative
IT-infrastructures we sort them. For sorting we first group
together all IT-components with the same total impact in one
of the architectures and then sort the components in each
group according to their reachability level in a descending
manner. The components with the highest total impact and
reachability level are the most critical ones. Then we determine
which infrastructure is more robust w.r.t. confidentiality risks
by counting the number of assets on the different architectures
with the same risk level.

Running example - Part 10. The risk of the components
we discussed in earlier are presented in a sorted manner in
Tab. III. In infrastructure 2 the risk of the User Credential
Directory is 〈high,medium〉. Although the total impact of
the Terminal Of The Special Outsourcer and the User Cre-
dential Directory are the same, the risk of the Terminal Of
The Special Outsourcer is higher than the risk of the User
Credential Directory. In other words, Terminal Of The Special
Outsourcer is a more critical component than User Credential
Directory. This is due to the fact that it is less likely that an
attacker targets information available on the User Credential
Directory.

Comparing the risk of the IT-components of IT-
infrastructure 1 and 2 we see that 1 is more robust than 2.
In particular, the risk of Stepping Stone Server and Stepping
Stone Portal are 〈very-high, high〉 and they are present only
in IT-infrastructure 2. Furthermore, in IT-infrastructure 2
three components have a higher reachability level than in
IT-infrastructure 1.

For more complex systems presenting risk in a table may be
unsuitable. For that cases one can calculate the percentage of
components with the same total impact and reachability level,
and present the results in a (smaller) matrix.

IV. EVALUATION

In this section we discuss how effective the CRAC method
has been in our case study on bringing the stakeholders
closer to their goals. Here, we follow the evaluation approach
proposed by Wieringa [38] for technical solutions.

A. Solution Criteria

According to the stakeholders a successful confidentiality
risk method should satisfy the following criteria (explained
below):
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TABLE III
PART OF THE RISK PRESENTATION TABLE.

Infrastructure 1 Infrastructure 2
Components Total Reachability Total Reachability

impact level impact level
Terminal Of The Outsourcer very-high high very-high high

TPG Of The Outsourcer very-high medium very-high high
Secure Gateway very-high medium very-high medium

Managed Services very-high medium very-high medium
Identity Store very-high medium very-high medium

TPG Of The Company very-high medium very-high medium
Terminal Server very-high medium very-high high

Identity Management Application very-high low very-high low
Presentation Server very-high low very-high low

User Credentials Directory high medium very-high high
Terminal Of Employee high low high low

Global Network Of The Company null medium null medium
Terminal Of The Special Outsourcer null medium very-high high

(C1) The method should allow a detailed representation
of risk;

(C2) The method should be practical to implement; and
(C3) The method should deliver less subjective results

than the currently employed check-list based risk
assessment method.

We measure how well our solution scores w.r.t. these criteria
based on the following measures (explained below):

(M1) the number of risk-related aspects the method is able
to represent;

(M2) the percentage of optional risk-related aspects;
(M3) the percentage of risk-related aspects that may be

used at different granularities; and
(M4) the percentage of inter-subjective aspects.
(C1) indicates that a good risk assessment method should

allow the risk assessor to represent the complexity of the
target of assessment in a detailed manner and is justified
by the goal of RMC. We measure (C1) with (M1) and
(M3). (M1) expresses the number of confidentiality-related
aspects a method is able to model (e.g. attacker profiles,
attack propagation and the amount of instances that may get
disclosed). From here on we call them aspects. 1 For this
comparison we assume that all the aspects are equal weighted.
We implicitly assume that the more aspects the method con-
siders the more precisely it can assess risks. (M3) indicates the
possibility of using the method with information at different
detail levels. For instance, when considering threat agents, if
there is only one type of threat agent (e.g. attacker) or many
types of threat agents (e.g. insider, outsider and outsourcer).
The accuracy of a risk assessment method (C1) often has a
negative impact on the ease of its implementation (C2). The
implementation effort of a method should ideally be adjustable
to the criticality of the system to be assessed (RMC needs
to assess the risks of low critical systems with lower effort
than for high critical systems). We measure (C2) with (M2)
and (M3), which express the flexibility of the method. This
is a desirable feature in the case in which acquiring complete

1A complete list of aspect we identify and use in our comparison can be
found in the appendix.

and detailed information is not possible because of limited
resources. Here, flexibility can be described as (1) how well
a risk assessment method can be adjusted to work at different
detail levels without compromising accuracy and (2) how easy
it is to refine or abstract the method in technical level. The
goal of the Company is to compare the confidentiality risks
of two alternative IT-infrastructures. This requires assessing
the risks of these two IT-infrastructures separately and then
comparing the assessment results. Different risk assessors must
be able to work on the two assessments. Therefore, the method
they use must be inter-subjective (C3). Since risk is defined
as the combination of the likelihood of an incident and its
consequences (impact) [20], and the subjectivity of assessment
results depend on the subjectivity of the aspects that are
used for determining the incident likelihood and impact, we
measure the subjectivity of the risk assessment results with the
percentage of non-subjective aspects (M4). The aspects that
we consider as inter-subjective are: (1) documented facts (e.g.
the IT-components determined based on IT-architectural draw-
ings), (2) the knowledge shared among all the stakeholders
(e.g. the list of vulnerabilities determined based on a publicly
available vulnerability data base) and (3) any combination of
the first two (e.g. the reachability value for each IT-component
determined based on the available and required capabilities and
conditions of threat agents and components).

B. Comparison

To complete the evaluation we now compare three risk
assessment methods with respect to the success criteria we pre-
sented. The methods we consider are: (1) the CRAC method;
(2) the Company’s own RA method (which is a customized
check-list based approach that follows ISO 27001 [16] and
ISO 27005 [19]) and (3) the well known CRAMM method
[6]. For this comparison we disregard the governance related
concepts of CRAMM and check-list based approach, which
are outside the scope of this paper. Tab. IV reports a summary
of this comparison.

M1:: Using the CRAMM method one is able to take
into account almost twice as many aspects than with the
check-list based approach and our CRAC-method. Some of
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TABLE IV
COMPARISON OF THE CRAC-METHOD WITH THE CHECK-LIST BASES RISK ASSESSMENT METHODS AND THE CRAMM-METHOD.

Measures CRAC Check-list CRAMM
M1: number of aspects 18 16 25
M2: percentage of optional aspects 16% 44% 4%
M3: percentage of aspects with different
granularity levels

44% 25% 36%

M4: percentage of non-subjective as-
pects

78% 56% 72%

the aspects that the CRAMM method takes into account (and
CRAC does not) are the number of persons using the assets,
threat level and potential impact scenarios. However, there are
also aspects that CRAC considers and CRAMM doesn’t. They
are information homogeneity and volume. We conclude that,
although the CRAMM method represents in total a higher
number of aspects than the other two, it does not cover all
the relevant risk-related aspects.

M2:: The check-list method allows one to ignore almost
half of the aspects it introduces, whereas the CRAC-method
only allows one to ignore 16% of the aspects. However, ana-
lyzing the optional concepts in the check-list method we see
that they are all used to determine the impact of an incident,
e.g. type of data, type of users, sensitivity period. In CRAC
the optional aspects affect both the impact and the likelihood,
e.g. homogeneity, information flow, and competency and con-
ditions. Furthermore, the CRAMM-method allows ignoring
only ”threat and vulnerability questions”. These questions aim
to analyze extend of vulnerabilities and threats. Therefore
these questions allow an assessor to analyze the likelihood
of incidents but not impact. Accordingly, we argue that the
optional aspects in CRAC are more evenly distributed than in
the check-list method and the CRAMM-method.

M3:: The CRAC-method considers 19% more aspects
than the check-list based approach and 8% more aspects than
the CRAMM-method with adjustable granularity. For instance,
if the target of assessment is critical then (differently from
the check-list based approach and the CRAMM-method) the
CRAC-method enables the assessor to determine the impact
by differentiating among different volumes of instances flow-
ing from one component to another. Consequently, with the
CRAC-method the risk assessor can adjust the granularity
of the impact determination depending on the criticality of
the target of assessment. To note that the criticality of a
system depends on the confidentiality levels of the information
assets that the system contains. Since the CRAC-method has
more such aspects with adjustable granularity than the other
two, we conclude that it allows adjusting the precision of a
confidentiality risk assessment to the criticality of the target
of assessment better than the other two.

M4:: Among the three methods, CRAC uses the highest
percentage of non-subjective aspects. It is followed by the
CRAMM-method, which uses only 6% less non-subjective
aspects than CRAC. This happens because most of the infor-
mation it uses is either generally well-documented or it must
previously be agreed on by all stakeholders. Although, the
CRAC-method considers almost the same number of aspects as

the check-list method, there are almost twice as many aspects
that can be adjusted to the desired granularity at which to carry
out the risk assessment. Accordingly both the CRAC-method
and the CRAMM-method represent confidentiality risks better
than the companies check-list method.

With respect to the success criteria defined by the stakehold-
ers, the CRAC-method satisfies (C1). Furthermore, we assume
that ignoring some aspects can save a risk assessor more time
than assessing all aspects in a coarse grained way. Therefore,
we conclude that both the CRAC-Method is less practical than
the check-list based approach. However, their detail levels of
the CRAC-method can be adjusted more evenly according
to the criticality of the target of assessment. Consequently,
although the CRAC-method does not fully satisfy (C2) in
the sense of practicality, it can be more gracefully adjusted
for assessing confidentiality risk on systems with different
granularity requirements. Finally, the CRAC-method delivers
22% less subjective results than the check-list based approach
and therefore it satisfies (C3).

We believe that one of the reasons why we achieved such
good results is that the CRAC method is specifically designed
for assessing “confidentiality” risks, whereas the other meth-
ods aim to assess confidentiality, integrity and availability risk
as a hole. Furthermore, we developed the CRAC-method with
the success criteria defined by the stakeholders in our minds,
whereas the CRAMM-method is not developed to serve the
goals of the stakeholders in this case. Sofar, we could apply
the CRAC method only to one case. Therefore, we don’t know
yet if these results are generalizable to other case.

V. RELATED WORK

In this section we present other works related to (1) model-
based risk assessments, (2) modeling information flow (for risk
assessment) and (3) modeling attack paths.

Systematic risk assessment methods are carried out based
on a model of the target of assessment target of assessment.
Models differ according to the aspects they focus on (e.g.
attack propagation) and to the techniques they use to deal with
these aspects (e.g. constructing attack graphs).

Some well known risk assessment methodologies, such as
CORAS [12], CRAMM [6] and OCTAVE [2], give detailed
recommendations about which modeling techniques are more
suitable for which step of a risk assessment. CRAMM is the
UK Government‘s preferred Risk Analysis and Management
Method. It analyzes the risks introduced by different threat
agents and presents the results in relation to the supporting
IT-architecture. It is furthermore supported by a commercial
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available tool that assists among others for analysis of tech-
nical options, where the technical security and contingency
issues associated with each option may need to be investigated
or refined. CORAS is mainly concerned with eliciting and
communicating risk related information from and to stakehold-
ers at different domains, e.g. system architects and business
owners. OCTAVE on the other hand presents a technology-
neutral risk evaluation approach to bridge the gap between an
organization’s operational and IT requirements. The CRAC-
method extends these risk assessment methodologies by mod-
eling confidentiality risk at IT-infrastructure level: it links
vulnerabilities to IT-components and determines reachability
of these IT-components according to the profile of a threat
agent. Differentiating between threat agents and considering
the effects of IT-infrastructure on the risk is essential for
assessing risk of systems on which networks of organizations
are built.

In the literature we found a number of risk modeling
frameworks (e.g. [11], [14], [29], [33]) in which likelihood is
determined by taking into account different threat agents and
properties of the system. Although this way of determining
the likelihood instinctively leads to more detailed results, it
also increases the complexity of the model.

In [27] we introduced the DCRA model. CRAC improves
and extends DCRA for outsourced IT-system at industrial
organizations. In such scenarios detailed information on con-
fidentiality aspects (such as volume of information stored on
each IT component) is not explicitly available. Therefore,
the CRAC-method presents a more practical approach that
systematically elicits information on confidentiality aspects of
not very confidentiality critical systems. Here we consider
the volume of information flowing and information flow
paths. Furthermore, DCRA method does not consider attacker
profiles and to whom the information gets disclosed. These
concepts become especially critical at cross-organizational
cooperations. CRAC addresses these concepts by extending
DCRA method with the concept of threat agents at identifying
attack paths and determining impact.

For confidentiality it is essential to model how information
flows [3]. In the literature we find a number of approaches
for modeling security with information flow graphs, e.g. [8],
[28], [23]. These approaches are distinguished according to
what the nodes of the information flow graph model and to
the information flow criteria. To the best of our knowledge,
only Chivers [8] uses information flow trees for analyzing
risk. Nodes in these graphs represent information carriers (e.g.
data, messages and events) whereas the edges represent system
behavior (e.g. system functions and services). In a following
work [9], Chivers et al. extend these information flow trees
with security propagation and construct attack paths based on
the information flow. However, such diagrams can neither be
used for determining the criticality of system components nor
for comparing risks of two IT infrastructures.

Attack paths and attack trees are introduced by
Schneier [34] and are widely used in the security literature
(e.g. [5], [15], [24], [31], [32]) to model different ways of

compromising a system. In most of the cases the nodes of
an attack graph represent threats or vulnerabilities, as threat
trees do. Our approach resembles attack threes because we
model how an attack propagates. However we carry out the
propagation analysis at the IT-infrastructure level.

VI. CONCLUSION AND FUTURE WORK

In this paper we presented the CRAC-method and how it
can be used (1) as supplement to the existing risk management
approaches for practically assessing confidentiality risks of
a IT-system that an industrial organization outsources to an
organization that is expert in IT-systems, and (2) as a stand
alone tool for comparing the security of IT-infrastructures
w.r.t. confidentiality. The CRAC-method extends the concept
of architecture-based confidentiality risk assessment in the
absence of explicit information on confidentiality aspects
by (a) eliciting impact related information by modeling the
information flow and (b) eliciting the reachability information
on critical information assets by modeling attack paths.

We validated the CRAC-Method by applying it to a real-
world case, in which confidentiality risks are used to choose
among two alternative infrastructure design options.

The CRAC-method makes two assumptions. First, some
IT-architectural documentation on the system to be risk as-
sessed is available. Second, for risk assessment purposes staff
with good security understanding can be interviewed. Large
outsourcing providers are subject to deliver a high level IT-
architectural document describing the system to be outsourced.
Furthermore, large outsourcing clients employ security staff
and chief security officers. Therefore, if applied to a case
where the outsourcing provider and client are big organization
then both assumptions are satisfying. These indicate reusability
of CRAC to any context that satisfies the two assumptions.

We furthermore evaluated the method based on the suc-
cess criteria defined by the stakeholders of the company
that provided the case. According to the evaluation results,
the CRAC-Method represents the confidentiality risks in a
more detailed manner than the currently employed check-list
method. However, CRAC is less detailed than the CRAMM-
method. We also show that CRAC can be gracefully adjusted
to work at different detail levels, according to the criticality of
the target of assessment target of assessment. Finally, we argue
that out approach is a significant step towards less subjective
risk assessment.

In the future we intend to extend CRAC with tool support.
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APPENDIX

In the following we plot the tables showing the aspects that
the methods in Section IV use by assessing risk and which
ones of these aspects are issue to M2, M3 and M4 (indicated
by X).

TABLE V
ASPECTS OF THE CRAC-METHOD.

Aspects M2 M3 M4
Information asset X X
Confidentiality Level X
Homogenity X X
IT component X X
Vulnerability X
Threat Agent X X
Number of instances that can be retrieved X X X
Impact X
Total impact X
Attack Propagation Graph
Attack path X
Attack propagation likelihood (1) X
Attack propagation likelihood (2) X
Attack propagation likelihood (3) X
Competencies and Conditions X X
risk X
Mitigation level X X

TABLE VI
ASPECTS OF THE CRAMM METHOD.

Aspects M2 M3 M4
Assets X
Asset value X X
Threats X X
Extent of vulnerabilities X
risk X X
Level of threats
Countermeasures X
Applications X
Nr. of persons using that application X
Locations X
Multi functional assets X
Quantity of physical assets X
Class of physical assets X
Class of software assets X
Links between assets X
Asset model X
Potential impact scenario X
Threat source X
Financial value X
Scale value X
Valuation scenario X
Likelihood X
asset value X X
Threat and vulnerability questions X X
Measures
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TABLE VII
ASPECTS OF THE CHECK-LIST METHOD.

Aspects M2 M3 M4
Threat type X X
Business impact X X
Vulnerabilities X
Sensitivity Period X X X
Final Business Impact Level
Impact X
Data type X X
Percentage of data X X
User type X X
Percentage of user X X
Interfaces X
Threats
Final residual risk X
Severity
Measures X
Mitigation level
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