
A Methodology to Measure the “Cost” of CPS Attacks:
Not all CPS Networks are Created Equal

Martin Rosso, Luca Allodi, Emmanuele Zambon, Jerry den Hartog
Department of Mathematics and Computer Science

Eindhoven University of Technology
Eindhoven, The Netherlands

{m.j.rosso, l.allodi, e.zambon.n.mazzocato, j.d.hartog}@tue.nl

Abstract—Cyber-Physical Systems (CPS) are (connected)
computer systems used to monitor and control physical
processes using digital control programs. Cyberattacks tar-
geting CPS can cause physical impact with potentially dev-
astating consequences. While some past attacks required
expert CPS knowledge (e.g., Stuxnet), other attacks could
be implemented by anyone, solely with pure IT knowledge.
Understanding what causes these differences is essential in
effectively defending CPS, however, as of now, there is no
way of qualifying let alone quantifying them. In this paper,
we first define a notion of (non-monetary) attack “cost”
focusing on the required CPS-specific attacker knowledge.
We then identify several context factors that may influence
this cost and, finally, provide a methodology to analyze the
relation between attack cost and CPS-context using past
cyberattacks. To validate the methodology in a reproducible
way, we apply it to publicly reported CPS incidents with
physical impact. Though this constitutes only a small set of
attacks, our methodology is able to find correlations between
context factors and the attack cost, as well as significant
differences in context factors between CPS domains.

Index Terms—attacker capabilities, attacker cost, attacker
knowledge, cyber-physical system, industrial control system

1. Introduction

Cyber-Physical Systems (CPS) bridge the digital and
physical world by monitoring and controlling physical
processes using sensors, actuators, and digital control
programs. As a result, cyberattacks targeting these systems
can impact the physical world. However, the necessary
expertise or knowledge attackers need to have at their dis-
posal to implement such attacks and the extent of physical
impact they obtain varies widely. On the one hand, we
observe sophisticated cyberattacks like Stuxnet, a state-
sponsored attack tailored to one specific CPS instance, an
uranium enrichment facility, designed and implemented by
teams of domain experts [1]. On the other hand, we see re-
ports of intruders with no particular education or expertise
performing actions, potentially even without awareness
of the consequences, such as a 2021 incident where an
intruder found a graphical interface for a drinking water
treatment facility in Florida exposed over TeamViewer1

and then arbitrarily changed some values on the graphical
user interface [2].

1. remote desktop control software, https://www.teamviewer.com/

It is unsurprising that mounting cyberattacks against
an air-gapped top-secret uranium enrichment facility re-
quires more CPS knowledge (and related skills) compared
to opportunistic cyberattacks changing values on a graph-
ical user interface exposed on the Internet. Yet these two
(and other) real-world examples raise the question of how
to capture and explain such differences, motivating the
need for more systematic studies characterizing differ-
ences and similarities between CPS attacks, particularly
which context characteristics influence attack “cost”, and
whether these context characteristics are influenced by the
domain or economical sector of the target CPS.

Currently, we observe two major obstacles that ham-
per the transfer of security knowledge or best-practices
between CPS domains and sectors:
(1.) We observe many standards and best practices to
be domain or sector specific. For example, there are
many standards tailored to power generation, transport
and distribution, and the distribution of gas and fuels
[3], including a dedicated ISO 27019[4]. Standards, risk
assessment, best-practices, and cyber-threat intelligence
(CTI), are tailored to and thus only shared within a single
domain (cf. [4]–[7]). Here, the lack of an objective way
to characterize, measure, and compare CPS characteris-
tics across CPS-installations and -domains prevents cross-
domain information exchange.
(2.) Because there are many common pitfalls, trying to
transfer ideas and results across CPS domain-boundaries
is prone to errors and oversights. For example, we observe
academic publications transferring security solutions from
one CPS domain into another but due to the different
context between the domains, the practical applicability of
the proposed solution is drastically limited or even futile
in the target domain and context [8], [9].

Research focusing on CPS domain similarities and
differences can thus become an enabling factor to improve
the general state of CPS security across multiple domains
and thus improve the defensive capabilities of CPS op-
erators. Our work provides a first step in this direction,
focusing on the following research questions:

(Q1) What type of knowledge do CPS-attackers need?
(Q2) Which characteristics of the attacked CPS influence
this required attacker knowledge?
(Q3) How do these CPS characteristics differ across CPS
domains?

For Q1, we look at the CPS capabilities that attackers
have demonstrated in past attacks (i.e., knowledge and the

https://www.teamviewer.com/


skill to effectively apply it). In contrast to CPS capabili-
ties[10], IT-attack capabilities are often readily available
e.g., in the form of malware- or access as a service (e.g.,
[11], [12]). As such, our notion of “cost” only captures
additional (cf. [13]) CPS-specific capabilities (Cap) an
attacker needs, be it to attack systems themselves or offer
a service to others. Relating this “cost” to context factors,
capturing specific characteristics of the attacked CPS and
its environment, is the focus of Q2. We score the context
factors (Ctx) of attacked CPS and check for correlation
with the attacker capabilities that were required. With
Q3, we focus on consistent similarities and differences
in context between CPS-domains.

We define and motive the capabilities and context
factors in Section 2 and 3 respectively, before presenting
our methodology for measuring and relating them in Sec-
tion 4. Results are presented in Section 5. Interpretation
of our results (Section 6) shows that our methodology is
capable of comparing CPS installations across domains
and identifying the CPS capabilities required to carry out
an attack in different domains. We observe that attackers
need relatively little CPS capabilities to obtain physical
impact in building automation systems (BAS) and that, in
general, the majority of CPS-specific knowledge is needed
for ATT&CK Tactics Data Collection (and interpretation),
and to Impair Process Control, while Tactics like Initial
Compromise, Execution, or Privilege Escalation rarely
require any CPS-specific knowledge. Further, industrial
control systems (ICS) and BAS installations show sig-
nificantly distinct Ctx characteristics, with BAS systems
scoring significantly lower in most of them, ranging from
technical (e.g., network protection) to procedural (e.g.,
legislation and regulation). Our research artifacts are pub-
licly available in an artifact repository [14].

2. Attack Cost & Attacker Capabilities (Cap)
In this section, we address how to capture CPS attack

“cost”. After analyzing aspects of cost and illustrating
why widely established cost metrics do not fit our use
case in Section 2.1, we introduce Attacker-Capabilities
(Cap) by leveraging the MITRE ATT&CK Framework in
Section 2.2.

Knowledge is considered a dominant factor in cost.
For example, Green, Krotofil, and Abbasi reason about the
importance of “process comprehension”, i.e., the ability
of attackers to know and understand the physical process
that they try to manipulate. In their work, they claim
most attackers “would [not] have adequate knowledge
and resources to achieve targeted operational process
manipulation” [15]. Allodi and Etalle consider whether
an attacker, after having successfully compromised the
computer network connected to a CPS, is willing and
able to assume control over the CPS to eventually aim for
physical impact. They conclude that economical attackers
often have no incentive to do so, due to the additional risk,
costs, required knowledge, and required resources [13].

In the IT domain, cybercrime and attacker tools be-
came more sophisticated and proficient over time, thus re-
ducing the technical knowledge required by attackers [16],
[17]. Eventually, malware and access to compromised
systems became commercial products (“as-a-Service”) in
underground forums and markets [11], [12]. As of 2020,

there is no offer of CPS-attacks or Malware-as-a-Service
in cybercrime markets according to Dodson, Beresford,
and Thomas. The authors attribute this to the high de-
velopment costs and unclear or non-existing customer
demand [10]. As a result, attackers can outsource the
parts of their attack dealing with IT systems, but need
to conduct CPS-specific parts of the attack themselves.

There is, however, research focusing on how attackers
can reduce the required (CPS-specific) capabilities, e.g.,
by standardizing tools similar to how IT attacks evolved
over time. Green, Derbyshire, Krotofil, et al. present a
software tool that uses pattern recognition on compiled
PLC programs to automatically identify PLC program-
ming software libraries used to produce the code [18].
This way, a vulnerability found in a PLC software library
can be exploited by attackers who do not have the neces-
sary background to decompile and understand compiled
PLC code. Esquivel-Vargas, Castellanos, Caselli, et al.
also rely on pattern recognition. They present a method to
automatically identify parts of the control process that are
likely easy to manipulate while still maximizing impact
[19].

From literature, we extract that CPS attackers need
CPS-specific capabilities to obtain physical impact and
that as of 2020, there is no wide-scale offer that allows
attackers to outsource CPS-specific components of attacks.
To answer Q1 (and Q2), we need a CPS attack cost metric
that must capture all the required knowledge and skills
for the entirety of all CPS-specific steps of an attack and
not just the “cost” of individual phases (e.g., only the
initial exploit of a Windows workstation used by CPS-
technicians).

2.1. Background: Attack Cost Metrics

A prominent example of the numerous approaches to
measure attack cost is the Common Vulnerability Scoring
System (CVSS). CVSS captures, among other factors,
how difficult a vulnerability is to exploit, as well as
the expected severity of impact on the target system.
As CVSS focuses only on the exploit, its score does
not adequately estimate attack cost in an environment
where the exploit does not incur the majority of this
cost. For example, numerous CVEs 2 describe lack of
authentication or authentication bypass vulnerabilities in
CPS, equipment exploitable over the network. The NIST
National Vulnerability Database assigns them a CVSS 3.x
score of 9.0 or higher (“Critical”), with only one exception
rated 8.8 (“high”), as an attacker can easily, without other
prerequisites, obtain privileged access over the network to
a process control device. Even though there is a multitude
of vulnerable CPS equipment connected to the Internet
[20]–[22], public reports do not seem to suggest that these
systems are systematically targeted by cyberattacks aim-
ing to obtain physical impact. One possible explanation
for this mismatch between high CVSS scores and low
exploitation rate is that exploit complexity, as measured
by CVSS, does not capture the full complexity of a cyber-
attack against CPS. In fact, it is commonly believed that to
obtain physical impact after obtaining access to a CPS, the

2. e.g., CVE-2016-5815, CVE-2019-18250, CVE-2021-22779, CVE-
2022-30319, CVE-2022-33139 & CVE-2022-45789

https://nvd.nist.gov/vuln/detail/CVE-2016-5815
https://nvd.nist.gov/vuln/detail/CVE-2019-18250
https://nvd.nist.gov/vuln/detail/CVE-2021-22779
https://nvd.nist.gov/vuln/detail/CVE-2022-30319
https://nvd.nist.gov/vuln/detail/CVE-2022-30319
https://nvd.nist.gov/vuln/detail/CVE-2022-33139
https://nvd.nist.gov/vuln/detail/CVE-2022-45789


attacker requires expert knowledge of the physical process
[13], [15]. Because CVSS does not capture the entirety
of the attack and does not include the required attacker
knowledge, it does not fulfill our requirements.

Rocchetto and Tippenhauer create threat actor profiles
covering, among others, their motivation, their available
background knowledge, and available resources, as well
as their determination or willingness to actively overcome
defense mechanisms deployed at the target [23]. Tom-
masini, Rosso, Zambon, et al. extend their work and com-
pare results obtained for ICS with BAS [24]. However,
the categorization is focused on attacker profiles, i.e., it
tries to capture more generally which type of attacker
typically have which type of knowledge or resources at
their disposal. Furthermore, their knowledge-dimensions
focus on offensive IT-knowledge and insider-specific sys-
tem knowledge, but do not capture whether CPS-specific
knowledge is necessary. As a result, their framework is not
suitable to analyze and compare the attacker knowledge
required for individual cyberattacks.

Other approaches focus on modelling the economics of
cybercrime, including monetarian expenses, earnings, and
studying attacker decision making for profit maximization
[11], [13], [25].

2.2. Cost Metric for Attacker-Capabilities (Cap)

As mentioned, CPS attack cost hinges on CPS-specific
knowledge and skills an attacker needs to cause physical
impact, i.e. Attacker-Capabilities (Cap). To be able to
capture Cap in a structured way, our metric builds on the
MITRE ATT&CK Framework. This framework provides
a list of ICS Tactics, each with associated Techniques.
Analogue to ATT&CK for ICS, Cap is constructed from
12 sub-dimensions, one for each ICS Tactic. Values for
each Ctx sub-dimension are computed as the maximum
rating over all relevant ATT&CK ICS Techniques imple-
mented by the attacker. Finally, CAPABILITY denotes the
highest required Cap throughout the entire attack (i.e., the
maximum over all Tactics). While the latter summarizes
the attacker knowledge and skills required for the entirety
of the attack, the per Tactic cost reveals in which attack
phases that knowledge is needed. Here, an implemented
Technique implying Process-Mapping Knowledge, i.e.,
clear understanding of how this particular control sys-
tem manipulates this particular physical process, is rated
as high (+1) while one that involves only Technical
Knowledge and/or Process Knowledge is rated as medium
(0). low (−1) indicates no CPS-specific knowledge is
needed at all. A detailed description of these three types
of knowledge is provided in Appendix A.2.2.

3. CPS-Context (Ctx)

In this section, we introduce the notion of CPS-
Context (Ctx) as a way to characterize a specific CPS
installation. After we summarize literature analyzing fac-
tors that influence attack cost and motivate the notion of
CPS-Context in Section 3.1, we then extract relevant Ctx-
factors (or dimensions) from literature that together form
the Ctx of a CPS in Section 3.2.

Ortiz, Rosso, Zambon, et al. [26] compared three CPS
network captures from different sectors and observed no-

table differences among them. Notably, the three physical
processes have different requirements on process control
and as a result, the deployed CPS differ in network
architecture and utilization of network protocols.

However, to the best of our knowledge, there is no
methodology to quantify or qualify observable charac-
teristics of CPS deployments to compare them across
domains. In fact, most publications, technical standards,
or best practices only focus on isolated aspects, e.g.,
technical security [4], [27], [28], physical process [15],
[21], or legal aspects [4], [27]. As a result, there is no
comprehensive summary of relevant CPS characteristics,
and no overview of the impact of interdisciplinary factors
on (cyber)security.

To measure Ctx, we require a metric capable of
capturing the technical and non-technical context that
characterizes an operational CPS. The metric needs to be
relevant across all different types of CPS, and it needs
to be abstract enough to apply to all CPS domains, but
granular enough to allow for comparison. Further, we
expect that changes in Ctx should have some impact on
the Cap required to attack CPSs with different Ctx-factors
(and obtain physical impact).

3.1. Background Literature

Over the years, many publications and reports in-
vestigated different aspects of CPS, including e.g., CPS
technical security or legal aspects.

The 2018 ENISA [29] report on “Good Practices for
Security of IoT”, is a rare publication naming multiple
different factors that determine Ctx. The report, however,
is too generic to be used as-is to define specific Ctx-factors
and derive clear rater instructions. We are not aware of any
other work presenting a similar overview of CPS specific
context factors.

Even though not focused on CPS specifically, there are
multiple publications in the field of “Science of Security”,
aiming to measure the impact of policies, standards, or
implementation choices on “security”. The publications
of Herley and Oorschot and Stolfo, Bellovin, and Evans
both describe the need for metrics capable of measuring
security and the difficulties associated to create such met-
ric [30], [31]. One of the named difficulties is caused by
metrics relying on underlying assumptions that are not
always applicable in the real world [30], [31].

3.2. CPS-Context Metric

We need a metric capturing technical and non-
technical Ctx factors that characterize an operational CPS.
The ENISA report [29] fulfills this requirement, but lacks
in details. Thus, we extend their Ctx-factors and def-
initions using information from academic publications,
international standards, and CPS vendors’ product de-
scriptions. We briefly present the eight Ctx-factors in
Table 1, including references to literature used to extend
the Ctx-factors presented in the ENISA report. To preempt
possible misconceptions, we briefly present the factors we
believe to be not self-explanatory. Device Rarity is the
inverse of “market penetration” and captures devices, pro-
tocols, and software libraries. Contractor Independence
relates to various types of dependencies ranging from



Ctx ENISA Security Challenges and Threats [29,
ch 2.2 & fig 8] and other sources

1 Physical
Protection

physical attack threats [29, fig 8] & [27], [4,
ch. 11], [32, tab 1], [28, tab. 1]

2 Device
Protection

vulnerable components, legacy industrial
control systems, unused functionalities, se-
curity updates, secure product lifecycle [29,
ch 2.2] & [4], [27], [32, ch. 2.6 f.] MITRE
ATT&CK, [28, tab 1]

3 Network
Protection

increased connectivity, IT/OT convergence,
legacy industrial control systems, insecure
protocols [29, ch 2.2] & MITRE ATT&CK ,
[32, ch 2.4, 2.5, 2.7], [28, tab. 1]

4 Device
Rarity

[33]–[35] [36]–[39] [40], [41], [32, ch 2.6.1],
MITRE ATT&CK

5 Contractor
Independence

supply chain complexity [29, ch 2.2] & [4],
[27]

6 Process
Complexity

management of processes [29, ch 2.2] &
[15], [18], [19], [42]

7 Safety
Monitoring

safety aspects [29, ch 2.2] & [43], [44], [45,
ch 3.3.1]

8 Legislation
& Regulation

legal threats [29, fig 8] & [4], [27]

TABLE 1. OVERVIEW OF LITERATURE RELATED TO CTX-FACTORS

software updates to outsourcing device configuration and
dependencies on the physical process. Safety Monitoring
includes all safety-related procedures, ranging from hu-
man observations by means of a process expert, to physi-
cal interlocks or automated Safety Instrumented Systems
(SIS). Lastly, Legislation & Regulation is focused on the
physical process and captures, among others, availability
or quality guarantees of the process (e.g., availability
of drinking water or critical infrastructure in general).
Regulation related to the safety and security of networked
or “smart” devices is not the primary scope.3 We refer the
reader to Appendix A.3 for a detailed explanation of all
Ctx-factors.

Even though our eight interdisciplinary Ctx-factors
cover a wide range of aspects, we do not claim com-
pleteness, as there may be other (measurable) factors not
captured by our characteristics.

Similar to Cap , we use a coarse rating schema with
a three-value scale: high (+1), medium (0), and low
(−1). The metric assigns a value to each Ctx factor, based
on whether the factor applies to the CPS instance or was
correctly and effectively implemented in the respective
CPS instance. Table 2 provides a short summary, for
details we refer to Appendix A.3. Finally, the CONTEXT
score for a CPS instance is computed as the average
score of all Ctx-factors thus ensuring that each factor
contributes, without making explicit assumption about the
weights of the individual factors.

4. Methodology & Execution

In the previous sections we defined the notions of
attack cost and context. Here we describe how to rate
those for a dataset of past CPS cyberattacks. We then use
the ratings to compare required attacker capabilities (Q1),
the impact of context on cost (Q2) and the differences in

3. Legislation on safety and security of “smart” and IoT devices, e.g.,
the upcoming EU Cyber Resilience Act, is likely to have an impact on
Ctx, more particularly on Device Protection (Table 1).

Value Description

low Context factor does not apply, is not implemented, im-
plemented ineffectively, poorly, or with low maturity.

medium Context factor is implemented according to best-
practices; implementation is somewhat effective.

high Context factor is implemented effectively, above and
beyond what is considered best-practice or mandatory.

TABLE 2. SUMMARY OF CTX SCORING VALUES

OutcomeRatingData Collection

Cap Dimensions

CPS Incident
Data & Reports

Ctx Dimensions

-
R1

-
R2

Cap Ratings

Ctx Ratings

Cap
by CPS-Domain

Domain-Ctx

Q1from MITRE ATT&CK

from Data Repositories

from Literature

correlate

aggregate

rate

rate

Different Raters

aggregate

Ctx-Impact
Matrix

Q2

Q3

Figure 1. Methodology

context between CPS domains (Q3). An overview of our
approach is given in Figure 1. We now describe the three
phases of our approach in more detail. To illustrate the ap-
proach we also already give some details of its application
to ICS and BAS systems discussed in Section 5.

4.1. Phase 1: Data Collection

Having already described Cap and Ctx in the previous
two sections, here we address the collection of real-world
CPS incidents to obtain historic information about CPS
attacks and the respective context of the attacked CPS at
the time of attack. To filter out CPS incidents not in scope
of our work, we derive the following inclusion criteria
from our research questions:

1) the attackers must have obtained physical impact;
2) the physical impact is caused by the attackers, i.e., is

not self-inflicted by the victim (e.g., impact is caused
by the defender taking responsive measures); 4

3) incidents must be real-world cyber-attacks (as e.g.,
security research, penetration tests, or proof of con-
cepts would distort information about the impact);

4) incidents must be relatively recent, i.e., past 2010.5

Gathering the required data can be non-trivial, espe-
cially if relying purely on publicly available information.
Collections of historic CPS incident data can be obtained
from public databases [47]–[49]. While public attack
databases provide curated lists of incidents, they often do
not provide sufficient information to extract the required
Cap and Ctx. By searching the Internet for publicly
available reports, additional information can be obtained.
However, reports often target a non-technical audience
and thus sometimes lack the necessary details or clarity.
Occasionally, reports contain contradictory information.

4. We would except from this rule if the attacker forced or tricked the
victim to obtain the desired impact (cf. false sensor reporting attacks)
but no such case was observed in our datasets.

5. Evans wrote in a Cisco report, that 2008–2009 marks the beginning
of IoT. Assuming that attacks changed over time, combined with older
reports often lacking necessary details, we chose 2010 as cutoff [46].
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Figure 2. A priori Power Analysis

These issues can be resolved by cross-referencing infor-
mation across multiple reports and evaluating plausibility
of each new piece of information obtained from a report.
As there is no universally agreed structured way to report
such information, extraction is a manual process. More
general information, such as applicable standards and best
or typical practices, can help assess Ctx, especially if no
specific information indicates a CPS deviates from these.
Statistical Power.

Statistical power analysis allows to reason about the
number of samples required to observe an effect with
a specific probability or certainty. Following literature
describing best practices for exploitative studies [50], we
suggest α = 0.05 and (1− β err. prob.) = 0.8. By doing
so, one can determine the relation between the number of
required samples and detectable effect size. Considering
that the proposed metrics for Cap and Ctx work on an
integer scale, we suggest to target an effect size of d = 1.0
or lower. Figure 2 shows that, with these settings, an
application of our approach should aim at 29 samples or
more for a good chance of finding such effects. Significant
results may still be observed with fewer data points but
the chance of not finding existing effects grows.
Implementation. Implementing our approach, we gather
data from the two most comprehensive incident databases
of their kind: the “OT cyber-attack Database” (OT-
CAD) [47] with 127 ICS incidents, and the BAS attack
database [24] with 26 incidents from building automation
and smart city. After applying the inclusion criteria (pre-
sented earlier in Section 4.1), a total of 25 incidents remain
in scope, resulting in an estimated statistical power around
75% (assuming effect size d = 1.0). Both databases are
still maintained, created with a similar methodology, and
aim at exhaustively listing publicly known cyberattacks
for their respective domain and scope. We thus deem
them comparable for our purposes. While there are other
databases available (e.g., RISI [49], last updated 2014),
none of the public datasets match the selected reposito-
ries in quality or quantity. The inclusion of non-public
datasets is possible and would probably lead to statistically
stronger results, however to not hamper reproducibility we
do not do so in this work.

4.2. Phase 2: Rating

Rating must follow a consistent, clearly defined rating
process to create repeatable results. For this purpose, Ap-
pendixes A.2.3 and A.3.3 provide codebooks with rating
instructions for Cap and Ctx respectively. Given the ex-
pected limitations caused by the data collection challenges
discussed above, rating should be limited to a coarse
scale, as indicated in Sections 2 and 3. When there is

insufficient information to infer a score, the corresponding
value should remain unassigned (null).

To minimize (the risk of) rater bias and the impact of
subjectivity, we split the rating of Cap and Ctx over two
independent raters; one Cap-rater (Rater R1 in Figure 1)
and one Ctx-rater (Rater R2 in Figure 1). Raters should
not confer, but data collection and rating do not have to
be temporally separated; the raters can search the Internet
for additional references when deriving scores.
Rating of Cap . To determine Cap , the rater assigns a
value to each of the ATT&CK Tactics, depending on what
type of CPS knowledge (technical, process, or process-
mapping knowledge) is required to apply the respective
Tactic for each cyberattack, as defined in Section 2.

The rater should consider the greater context when
assigning values, e.g., the act of Collection may not neces-
sarily require CPS-knowledge, however the interpretation
of the collected data may require or even provide the
attacker with process-mapping knowledge. In these cases,
the rater should include the implied capabilities and opt
for the higher rating. Note that knowledge available to the
attacker at the end of the attack is rated, so e.g., process-
mapping knowledge obtained as a result of Collection is
explicitly included in the rating.

Because our Caps are based of ATT&CK Tactics, we
expect any cybersecurity expert or researcher familiar with
general concepts of ICS and the ATT&CK Framework to
produce comparable Attacker-Capability ratings. Khalil,
Bahsi, and Korõtko confirm that (CPS) attack modelling
does not require extensive CPS knowledge of the target
system [51, ch 2.3].

In our application, the Cap rating was performed by a
cyber- and ICS-security researcher with 4+ years of ex-
perience (Rater R1), following the instructions presented
here, in Section 2 and in Appendix A.2.3.
Rating of Ctx . To determine the Ctx, a rater scores all
eight Ctx dimensions for each incident, according to the
criteria defined in Section 3 and the instructions provided
in the codebook (Appendix A.3.3). To reliably rate Ctx,
extensive experience across multiple CPS domains and
deployments is necessary.

For our implementation, we asked a domain expert
(Rater R2) to perform our Ctx rating according to the
instructions presented in Section 3 and Appendix A.3.3.
Having 10+ years of experience as university researcher
in CPS security, as well as 10+ years as entrepreneur
and senior R&D for a major vendor of Intrusion De-
tection Systems for CPS, our rater has seen many CPS-
deployments across different domains and countries.
Rating quality. Given a codebook with rating instruc-
tions, raters are likely to assign comparable scores (even
though subjective), making human error and imperfect
information during rating the biggest threats [52]–[54].
These effects can be reduced by asking multiple raters
to rate the same metric, compute agreement scores, and
perform conflict resolution and following general best
practices [54].

Following best practices, we publish all ratings and
inter-rater agreement scores (Cohen’s Kappa) for trans-
parency, as well as our codebook as part of the Method-
ology (cf. Appendices A.2.3 and A.3.3). To compute an
inter-rating agreement score for our application, where we



only had one rater per metric, we asked both raters to also
rate a small random sample (5 incidents) for the respective
other metric, performing conflict resolution and checking
at least moderate agreement was reached. The inter-rater
agreement on CAPABILITY (cf. Section 2) is > 0.705,
indicating moderate agreement [55][56, tab 3]. Despite
Rater R1 not having as much experience as we would like
to see in a context rater, the inter-rater agreement score
for the CONTEXT (cf. Section 3) is ≈ 0.644, indicating
moderate agreement [56, Table 3]. These scores indicate
sufficient quality of the rating process, as well as sufficient
clarity of the rating instructions and codebook.

4.3. Phase 3: Outcome

The final phase of our approach aims at answering the
three research questions.
Question Q1. We focus on the total CAPABILITY score
to determine the required Caps for CPS in general and
for each CPS domain separately. To test whether attacks
against different CPS domains require significantly differ-
ent Caps, we use the Mann-Whitney U test (α = 0.05).
A high variance implies that some CPS require extensive
CPS Caps, while others can be attacked with basically no
CPS-specific knowledge at all. Observing clear differences
in mean and distribution of Caps when comparing two
CPS domains, implies that Cap requirements significantly
differ between the two domains. The individual Cap sub-
dimension scores can help explain what causes these
differences.

Based on broader intuition in the subject area, we
expect to observe a wide distribution of required Caps for
CPS attacks. For BAS, we expect that attackers often do
not require any CPS-knowledge at all [24], [57], while
we expect that attacks against ICS, especially ICS in
the power and electricity sector (ICSelec) require process-
mapping knowledge (high / +1) [15]. We test this ex-
pectation against the alternative hypothesis that BAS and
ICS share identical capability requirements.
Question Q2. To analyze which Ctx factors influence the
required Caps and how, we compute a Context-Impact
Matrix, expressing the correlation between Cap and Ctx.
We use Spearman’s rank correlation coefficient, skipping
missing (null) values. Because of how the Ctx-factors
were defined, we expect only positive correlation (i.e.,
higher Ctx rating is expected to lead to higher Cap re-
quirements). A high correlation (close to 1) between a
Ctx-factor and a Cap-dimension suggests (but does not yet
prove6) that the maturity of a specific Ctx-factor increases
the minimum required Cap of an attack Tactic.

As Ctx characteristics capture many security related
aspects considered in literature, we expect the overall
CONTEXT score and some of the individual characteris-
tics to show correlation to at least some of the Cap scores,
even with a limited sample size. Al-Sada, Sadighian, and
Oligeri suggest that patterns will emerge, e.g., that high
correlation with e.g., Collection may imply high correla-
tion with other Tactics [58].
Question Q3. To characterize and analyze similarities
and differences in Ctx across domains, we aggregate and

6. correlation does not imply causation; see Section 6.3.

1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00

Initial Access Execution Persistence Privilege Escalation Evasion Discovery Lateral Movement

1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00

Collection Comm. & Ctrl. Inh. Resp. Funct. Imp. Proc. Contr. Impact CAPABILITY_SCORE

CPS_all
BAS
ICS_all
ICS_elec

Figure 3. Required Attacker-Capabilities (Cap) by Domain

compare the Ctx ratings for each CPS domain. To test
the hypothesis that two domains differ in Ctx, we use the
Mann-Whitney U test with significance level α = 0.05
and alternative hypothesis that they do not differ in Ctx.

In accordance with academic and expert opinion [57],
we expect BAS to receive lower Ctx scores, compared to
ICS. Further, we expect ICSelec, as a subset of ICS, to be
more mature than other ICS implementations.

5. Results
In this section we give the results of applying our

approach to the BAS and ICS domains. An interpretation
of these results is provided in Section 6.1.

Our final dataset holds 25 incidents with physical
impact between 2010 and 2020. Of these, 10 come from
the extended BAS domain and 15 from the ICS domain.
OTCAD further divides the ICS incidents into 6 cyberat-
tacks from the sector of electrical power generation and
distribution, 4 from water and waste water, as well as
metals (2), oil and gas (1), and automotive (1). For one
ICS incident, OTCAD does not specify the sector [47].

5.1. Attacker-Capabilities (Q1)

We observe low dominating the required Cap in
Figure 3, indicating that most steps of a CPS attack do
not require any CPS Cap . In total, 9/25 attacks obtained
low for all capability sub-dimensions, in 12/25 the highest
score is medium, and only four attacks received at least
one high rating. These high scores are predominantly
obtained in the four ATT&CK Tactics Collection, Inhibit
Response Function, Impair Process Control, and Impact.

Figure 3 presents the Cap ratings by CPS domain,
including the mean and distribution of Cap ratings, across
all Cap sub-dimensions (i.e., ATT&CK Tactics). Accord-
ing to the definitions in Section 2.2, −1 implies no CPS-
knowledge was required, 0 implies that at least technical
or process knowledge was required, and +1 implies that
process-mapping knowledge was necessary. In general,
during most steps of a CPS attack, low or no CPS-specific
Caps are required, visible by the low value with low
distribution in Figure 3 (blue). Across all CPS domains,
the first seven capabilities and Comm. & Ctrl. score be-
low −0.5 (average), indicating attackers require next to
no CPS knowledge for achieving the related ATT&CK
Tactics, regardless of the CPS domain. Especially Tactics
Initial Access, Privilege Escalation, and Comm & Ctrl.
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Figure 4. Ctx-Impact Matrix (cf. Q1)

can be performed with offensive IT-knowledge only. The
figure also shows Persistence, Evasion, Discovery, and
Lateral Movement only requiring CPS-specific Cap for
few attacks, while Collection, Inh. Resp. Funct. and Im-
pact show a wide range from low, i.e., no CPS-specific
knowledge to high, i.e., process-mapping knowledge.

Domain-specific differences emerge, when looking at
the BAS and ICS domains separately (Figure 3, orange
and green). All BAS received low (−1) for 7/12 Cap-
dimensions.7 BAS-specific Cap for Inh. Resp. Funct., Imp.
Proc. Contr., and Impact, range from low to medium
scores, implying that attackers require at most technical
or process-specific CPS knowledge for these Tactics. The
ICS domain, on the other hand, is characterized by a
wide distribution ranging from low to high for the
same Tactics. This implies most attacks require some CPS
knowledge, be it technical or process knowledge, with
some attacks requiring process-mapping knowledge. ICS
incidents from the power and electricity domain (ICSelec,
red in Figure 3) always mark the higher end of ICS scores,
implying that attacks in that specific ICS (sub)sector are
linked to higher Cap than the average ICS (ICSall).

The CAPABILITY difference between BAS and ICSelec
is significant with respect to our threshold (Mann-Whitney
U test, stat = 7.5, p ≈ 0.009). The CAPABILITY differ-
ence between BAS and ICS, however, is not significant
(stat = 47.5, p ≈ 0.102). The power analysis presented
in Section 4, together with Figure 3, implies that this may
be due to a lack of statistical power, i.e., the number of
samples being too small to reliably detect the effect (∆0.5
between the two means).

In summary, CPS-specific knowledge is not equally
important for all ATT&CK Tactics. Especially in BAS,
attacks often do not require any CPS-specific knowledge.
In ICS, where some Tactics do require CPS-knowledge,
the required Cap vary drastically, implying that even in
ICS some attacks do not require any CPS knowledge at
all, while others require even process-mapping knowledge.
We see those attacks requiring process-mapping knowl-
edge predominantly in the electricity (sub-)domain.

5.2. Ctx-Impact Matrix (Q2)

The Ctx-Impact-Matrix, presented in Figure 4, shows
Spearman correlation between the required Cap for each
attack and the Ctx ratings for the attacked CPS de-
ployments. The aggregated values CONTEXT (from Ctx)
and CAPABILITY (from Cap) are moderately correlated
(0.48), hinting that Ctx and Cap are related. We note
Evasion to be notably correlated with network protection
and contractor independence. Discovery and Collection
both show correlation with almost all Ctx dimensions; we
especially note correlation between Collection and device
rarity, process complexity, and safety monitoring. Lastly,
Inhibit Response Function also shows notable correlation
with process complexity, safety monitoring, and legisla-
tion & regulation. There is generally lower correlation
between Ctx and “early” ATT&CK Tactics, for which we
previously found low Cap requirements (Figure 3); i.e.,
Initial Access, Execution, Privilege Escalation, as well as
Persistence and Lateral Movement. Column-wise, network
protection, contractor independence and legislation & reg-
ulation show correlation with most Cap-dimensions.

5.3. Ctx Differences by Domain (Q3)

Most CPS were rated either medium or low Ctx, with
few high ratings mostly in physical protection, network
protection, process complexity, and safety monitoring. The
vast majority of high ratings stem from ICS deploy-
ments; only three high ratings were given to BAS, all
in device rarity due to obscure, non-“typical” BAS or
smart-city devices like industrial fridges or radio-based
emergency siren systems. BAS deployments received a
low score in most cases (66/80 assigned values). In par-
ticular, contractor independence, safety monitoring, and
legislation & regulation score exclusively low, with the
exception of one null value. This indicates that many
of the attacked BAS networks did not follow even the
most basic security recommendations or best practices.
In contrast, the predominant value in the ICS domain is
medium (71/120), followed by high (28/120), indicating
that many ICS systems follow at least basic best-practices.
Notably, every ICS setup has at least one high value.

Looking at Figure 5, Ctx-differences between the CPS
domains BAS and ICS (orange and blue) become appar-
ent. Without exception, ICS showed notably higher Ctx
than BAS, often with difference of more than 1.0 points
between the averages. Especially in physical protection,
process complexity, and safety monitoring, ICS deploy-
ments often obtained high scores, implying that ICS are
often shielded from physical access, run complicated con-
trol operations, and make use of extensive mechanism to
ensure safety even outside of normal operating parameters
(e.g., Safety Instrumented Systems). In direct contrast,
the physical processes in BAS are often relatively sim-
ple, the lack of immediate threat makes extensive safety
monitoring unnecessary, and there are fewer legislative
regulations. The low score in contractor independence
is the result of outsourcing and many sub- and service-
contractors being involved in the operation of a modern

7. Tactics: Persistence, Privilege Escalation, Evasion, Discovery, Lat-
eral Movement, Collection, Comm & Ctrl.
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Figure 5. CPS-Context (Ctx) by Domain

building. As a subdomain of ICS, ICSelec is responsible for
many of the high ICS-Ctx scores. Only in device rareness,
ICSelec scores lower than ICSall, implying some form of
standardization or limited set of device vendors capable
of creating the necessary operational equipment, resulting
in somewhat homogeneous deployments. Finally, the high
score in process complexity is result of the high complex-
ity of operating a distributed power grid, balancing offer
and demand, while maintaining a stable frequency.

The CONTEXT between BAS and ICSall differs
(∆1.15) significantly (Mann-Whitney U test, stat =
0.0, p ≪ 0.001). Between BAS and ICSelec, the difference
(∆1.27) is also significant (stat = 0.0, p ≈ 0.001).
As expected, the difference between ICSall and ICSelec
(∆0.19) is non-significant (stat = 61.5, p ≈ 0.207); there
is no reason to believe that the two are distinct.

In summary, Ctx varies drastically across CPS installa-
tions, with stark differences between CPS-domains. Most
BAS implementations violate basic recommendations or
implement them with low maturity. In contrast, ICS often
follow basic best practices, some implement even exten-
sive measures at high maturity levels. The power and
energy sector rates high, even amongst ICS, but this does
not yield a statistically relevant difference.

6. Discussion and Conclusion
6.1. Interpretation of Results
Cap in Different Domains (Q1). In Section 1, we pre-
sented an example of attackers obtaining physical impact
without any CPS knowledge. Our results (see Figure 3)
confirm that not all attacks against CPS require extensive
background knowledge in process control or the underly-
ing physical process. Often, the attacker can suffice with
“standard” IT-techniques. This partially deviates from pre-
vious arguments, e.g., by Green, Krotofil, and Abbasi [15].

Where necessary, Cap are mostly used in later steps
of the ATT&CK Framework, e.g., to Inhibit Response
Function, and Impair Process Control. Further, Collection
plays a key role in obtaining process-mapping knowledge
during the attack.

Attacks against BAS required notably less CPS-
knowledge than attacks against ICS; many BAS devices
are attacked with common offensive IT knowledge, e.g.,
using denial of service attacks, interrupting network con-
nectivity, restarting or bricking the device itself, or ex-
ploiting an exposed Web-UI. This does not require CPS-
specific Cap; it could imply that attackers may be unaware

of the alternative ways to obtain physical impact in BAS.
High Cap scores mostly occur for sophisticated ICS at-
tacks (including e.g., attacks against the Ukrainian power
grid) where attackers knew which operation on which
point would lead to specific impact in the physical world
(i.e., process-mapping knowledge) and which safeguards
had to be circumvented.
Ctx-Impact Matrix (Q2). Figure 4 showed Collection
and Inhibit Response Function correlating with process
complexity. It is reasonable to assume that understanding
the process-mapping is harder for complex CPS; fully un-
derstanding the control logic and process gets challenging
and more data needs to be collected. Being specific to the
CPS deployment, this knowledge can only be obtained
through device Discovery and data Collection on site and
the interpretation requires both technical and process ex-
perience. As the complexity of the program logic increases
with the complexity of the processes, it becomes harder
for an attacker to identify a (minimal) set of actions that
keep the CPS from recovering during the attack (i.e., the
difficulty of Inhibit Response Function increases). Like-
wise, safety monitoring influences Collection and Inhibit
Response Function; To find ways to avoid triggering the
safety system or suppress its response, attackers need to
anticipate how a human supervisor or a pre-programmed
Safety Instrumented System (SIS) will react to deviations
from the desired state and thus must perform Collection.

In summary, high scores in process complexity and
safety monitoring indicate that attackers need higher Caps
and more time & effort to perform Collection and to
Inhibit Response Function. The latter is necessary, to en-
sure that neither the regular process control, nor a human
operator or safety system interfere when the attacker starts
to Impair Process Control.
Ctx Differences by Domain (Q3). That BAS, on average,
performs worse than ICS on all Ctx characteristics aligns
with academic publications [24] and expert opinions [57].
In general, BAS networks are, by design, more open and
easier to access, both physically and over the network [57].
This is reflected in low values for physical protection and
network protection. Most BAS functions are not safety
critical and do not have hard time- or quality require-
ments [57], so there is no need for elaborated fail-safe
mechanisms, human supervision, or legislative regulation.
Lastly, many BAS applications run on standard Linux-
based controllers and are rarely patched [57] making
successful cyber-attacks re-usable.

Unsurprisingly, traditional ICS networks are, in com-
parison to BAS, better protected, monitored by human
operators, and have defined fail-safe mechanisms (such
as Safety Instrumented Systems). In contrast to BAS,
most ICS systems are deployed in non-public spaces or
enclosed in locked closets. We expect most ICS systems
operate on separate networks that are not directly acces-
sible from the Internet or IT-network. This is supported
by our findings (see e.g., Figure 5). Especially for critical
infrastructure, the availability and quality of delivered ser-
vices or goods is enforced by law. In addition, whenever
human lives or the environment are at risk, there is some
form of regulation to ensure minimum safety standards.

Overall, we observe that not all CPS networks are
created equal; some, especially in the BAS domain, are



susceptible to simple and low-effort attacks in which the
attacker can obtain physical impact regardless of their CPS
Cap . We also observe notable Ctx differences between
the domains and saw that Ctx and Cap are correlated.
While the differences between ICS and BAS are most
notable, we also observe minor but explainable differences
between ICS and ICSelec.

6.2. Implications for Research and Practice

Research. While there are studies analyzing the condi-
tions under which cyber-attacks are economically viable
for different threat actors (e.g., when the expected gain
exceeds the estimated cost of a cyber-attack) [59], [60],
we are unaware of similar research focused on the CPS
domain. Our work shows how CPS (especially BAS and
ICS) differ in Ctx and, as a result, face different threats
and attackers. Our results qualitatively confirm general
intuitions and observations made in previous literature
[24] and gives directions for more detailed research into
the causal relationship that is necessary. The importance
of insight into Ctx is underlined by unawareness of
the impact of Ctx-differences between domains in prior
literature. For instance, Wendzel, Kahler, and Rist pro-
pose countermeasures to covert channels in BACnet [8].
Modern BAS-devices support a multitude of protocols
including common IT-protocols like TLS, DNS, HTTP(s),
and communicate with cloud services. In a BAS-Context,
attackers thus have no incentive to use covert channels
to stay hidden, but can utilize “normal” IT-protocols in-
stead. As another example, Kaur, Tonejc, Wendzel, et
al. present a traffic-normalizer to protect BACnet devices
from malformed network traffic [9]. While many ICS-
devices have limited protocol stacks and several reports
of malformed packets crashing ICS devices exist, BAS-
controllers also implement multiple application-layer pro-
tocols and often run web servers making other, likely
easier, (IT-)attacks possible. The Ctx and the resulting
Cap drastically reduces the effectiveness of a sophisticated
traffic-normalizer in the BAS-Context.
Practice. We show that, in line with [24], different types
of CPS are exposed to different threats and attackers.
Especially for BAS, minimal Cap are required, meaning
that the number of potential attackers who can obtain
physical impact on BAS is likely significantly higher
than for ICS. The low Cap threshold can make BAS
devices economic targets, even for unskilled attackers. To
keep BAS systems secure, it is vital for BAS owners to
understand the profile and capabilities of a typical BAS
attacker, as these do not coincide with threat models made
for ICS. Similarly, ICS operators from the electricity and
energy domain cannot solely rely on best-practices for
general CPS, as they would undercut the domain-specific
Ctx and protection levels.

Our results also imply that the security of some
CPS, especially BAS, can be improved with common and
well-established IT-security techniques at comparably low
costs, especially by restricting network access and defining
fail-safe mechanisms.

While our results cannot and should not be used to
derive concrete actions for individual CPS deployments,
they can help create general recommendations and best

practices, as well as help implementing generic best prac-
tices to a specific domain. Best practices should not be
applied blindly across domains but instead need to be
tailored to the target domain and CPS. Our results can
help with this domain-transfer and thus allow for informed
and economic decisions when designing secure CPS.

6.3. Study Limitations & Threats to Validity

Even though very little data is publicly available, we
obtained significant results (threshold α ≤ 0.05). Addi-
tional data may allow for higher rating granularity and to
measure smaller effects.
Limitations. Even though Cap and Ctx capture relevant
dimensions, we cannot claim that they capture all relevant
problem dimensions. Further, the design of our study
cannot examine causation between Ctx and Cap , thus we
cannot be certain that the domain characteristics caused
the differences in required attacker capabilities; we rec-
ommend further studies on this subject.
Internal validity. We obtained dimensions for Ctx and
Cap from relevant literature. Values for Ctx and Cap are
assigned by different raters to avoid confounding variables
and the inter-rater agreement score suggests that the rating
criteria allow for reproducible results.
External validity. Despite the scarcity of available data
points, we showed significant differences and strong
trends between domains. However, the analyzed public
incidents may not be representative of the overall attack
landscape. The influence of individual factors may change
over time and other factors, not captured by Cap and
Ctx, may exist. Even though cross-referencing informa-
tion from different articles can increase data quality for
the rating process, false information in reports remains a
threat to validity. Lastly, we only evaluate Ctx for CPS
that were compromised, the obtained results may not be
representative for all (non-compromised) CPS.

6.4. Future Research

Besides applying our methodology to future CPS in-
cidents, we consider three topics of interest for future
research. First, research that focuses on individual Ctx-
factors, their impact on security, and whether there is a
causal relationship between Ctx and required Cap . Sec-
ondly, a longitudinal study to analyze how Ctx and Cap
developed and changed over time. Lastly, we see value
in applying our methodology to private incident datasets
to determine how representative publicly available inci-
dent information is, and whether the selection of publicly
available incidents of attacks are biased.

6.5. Ethical Considerations

As we only use public information and do not process
any personal data, our university policies do not require
IRB-approval. The authors believe that the public avail-
ability of this paper and associated research artifacts does
not pose a threat to existing CPS and has no immediate
use to attackers. Information about incidents is collected
manually from the incident database and public online
resources (i.e., no use of automated tooling or scrapers).
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A. Appendix
A.1. List of Cyber-security Incidents

Src. ID Incident Name

BAS c14a63df-. . . -e2f934ecb6cf DDos to Finnish heating. . .
BAS a90bc67e-. . . -d5764bebe268 Hack on security cameras
BAS 5e72ec7f-. . . -065f447b1f86 Stadium SEA Games cam. . .
BAS 1ac2cba7-. . . -7fde513eb813 Ransomware in hotel lock. . .
BAS 2c01e5c1-. . . -d4c1419e2503 Hack on heating system in. . .
BAS ca6f2dfa-. . . -d13f4a3bc879 BrickerBot IoT botnet
BAS aae330f9-. . . -18ce93589705 Silex IoT botnet
BAS d8daa229-. . . -348ebc62e190 Hack on Dallas emergency. . .
BAS e7572a67-. . . -c742ee53dc7f EMS of government facilit. . .
BAS 8877d596-. . . -91551ac55d18 KNX-based smart building. . .
ICS 0c7720ef-. . . -ba08313293ae Malware Targets Uranium. . .
ICS 6a8726c8-. . . -1f50d95ed1f1 Steel plant infected with. . .
ICS 1cb89c03-. . . -91b77aa9c77d Irainian [sic] cyber attack. . .
ICS a578cd69-. . . -981b4399184d TGB water station hacks
ICS d35b7f52-. . . -19b7820bc5a7 Control systems device. . .
ICS bd9478c1-. . . -f2ad4e228e51 German Steel Mill Cyber. . .
ICS 6f9c6c61-. . . -6ec1ae360470 Russian-Based Dragonfly. . .
ICS c8e89e94-. . . -faefdf8396aa Ukraine BlackEnergy 3. . .
ICS 13d2b0de-. . . -a77a04f3d1fd Kemuri Water Company
ICS ef2fc8dc-. . . -54365be5cf1f Industroyer/CRASHOVE. . .
ICS 298e4a0b-. . . -a2263f5cb29e TRITON attack on Saudi. . .
ICS 8d4c80a7-. . . -ecf60c8d62c7 Dragonfly 2.0 attacks
ICS 0187d507-. . . -a91bd1f7ac5c Cyber attack on U.S. Pow. . .
ICS f3e5f21c-. . . -8c797f3566c6 Honda EKANS ransom. . .
ICS e24ac06d-. . . -19479e65075d Cyber attack on Israels. . .

TABLE 3. LIST OF INCLUDED CPS INCIDENTS FROM BAS [48] AND
ICS [47]; FOR MORE INFORMATION, SEE ARTIFACT REPOSITORY [14]

A.2. Attacker-Capabilities (Cap)

A.2.1. Dimensions. We define our own attack cost metric,
focused on the type of required attacker knowledge, i.e.,
the type of knowledge an attacker needs to bring or obtain
during the cyberattack, to be able to successfully obtain
physical impact at the end. We call this the “(minimum)
required Cap”.

To be able to capture Cap in a structured way, we
build our metric on top of the ATT&CK Framework.
Each dimension of our attack cost schema is made of
an ATT&CK for ICS Tactic. The value of an ATT&CK
Tactic is determined by rating all Techniques used by the
attackers as part of their attacks. Finally, all Cap can be
summarized in a total CAPABILITY score.

A.2.2. Values. For each step (i.e. ATT&CK Tactic) of the
attack, we want to measure the CPS-knowledge required
to implement the respective attack step. For this purpose,
we distinguish between three types of CPS-knowledge
with associated level and the Cap-score captures the max-
imum level of CPS-knowledge used;

No CPS knowledge. There are attack steps or even
whole attacks for which the attacker did not have any
CPS knowledge or experience. The example given in the
Introduction is such a case. When it is proven, or very
likely, that an attacker did not have or did not use any
CPS-specific knowledge, we encode this with the value
low (−1). Please note, that we do not try to capture the
overall offensive cybersecurity skills used by the attacker,
meaning that even highly experienced IT attacker activities
could obtain a low score.
Technical knowledge comprises conceptional knowledge
on how CPS work and familiarity with the device ven-
dors, devices and hardware, controllers, software, human-
machine interfaces (HMI), how control logic works, how
control programs are written and deployed, device and
point configuration, how points are configured, network
layout, and network protocols. While possibly vendor or
product(family) specific, it does not require understanding
of the physical process under control. As such, it is
not CPS domain specific. CPS technical knowledge may
be obtained from product manuals, experience built up
working with CPS, or, if applicable, open standards.

The mentioned articles [18], [19] on automation of
vulnerability discovery rely on technical knowledge. In-
dependent of the physical process, they solely depend
on the device and software/library versions; the former,
for instance, scans the PLC memory layout for use of
libraries with known vulnerabilities. Examples of attacks
that required, among others, technical knowledge are the
masquerading and evasion techniques used by Garcia,
Brasser, Cintuglu, et al. [42] or Stuxnet [1] as developing
these required detailed knowledge of the PLCs including
the internal memory layout of the PLC and how the
control program is invoked on the PLC. In case of Stuxnet,
the attackers also knew operating conditions that would
cause severe damage to the equipment [1]. Rocchetto and
Tippenhauer capture technical CPS knowledge as system
knowledge and further break it down into knowledge of
source code, (network) protocols, and credentials [23].
Attacks relying solely on technical CPS knowledge can be

https://doi.org/10.1109/CySWater.2016.7469060
https://doi.org/10.1109/CySWater.2016.7469060
https://doi.org/10.1145/3055366.3055375
https://www.blackhat.com/docs/us-15/materials/us-15-Krotofil-Rocking-The-Pocket-Book-Hacking-Chemical-Plant-For-Competition-And-Extortion-wp.pdf
https://www.blackhat.com/docs/us-15/materials/us-15-Krotofil-Rocking-The-Pocket-Book-Hacking-Chemical-Plant-For-Competition-And-Extortion-wp.pdf
https://www.blackhat.com/docs/us-15/materials/us-15-Krotofil-Rocking-The-Pocket-Book-Hacking-Chemical-Plant-For-Competition-And-Extortion-wp.pdf
https://doi.org/10.1007/978-3-030-52683-2_3
https://doi.org/10.1007/978-3-030-54549-9_10
https://doi.org/10.1016/j.ijinfomgt.2016.05.016
https://doi.org/10.1134/s0005117906050067


reused across sectors and domains, as long as the target
CPS is composed of devices from the same device-family
and runs similar software versions. When technical CPS
knowledge was shown or required, we encode this with
the value medium (0).

Process knowledge comprises intricacies of the physical
process. Operators use it to supervise a process and to
steer needed corrective measures (e.g., using an HMI).
Process knowledge is valid within a single domain or
sector. For example, an operator in a water purification
facility is familiar with the individual process steps and
knows when to add flocculation agents or disinfectants
(e.g., Chlorine), in which amounts, and for how long these
agents need to remain in the water. The operator does not
need to know how the control program is implemented
or what network protocols are used; no technical CPS
knowledge is required. Being tied to the domain, this
knowledge does not easily translate to other domains or
physical processes: For example, expert knowledge in
water purification does not imply expert knowledge in the
operation of drinking water distribution networks.

Garcia, Brasser, Cintuglu, et al. use process knowl-
edge (having full testbed specifications) to understand the
physical consequences of specific actions and to generate
false measurements to hide their activities [42]. The devel-
opers of Stuxnet had detailed knowledge of the Uranium
enrichment process, including, e.g., the frequency to op-
erate centrifuges [1]. Some process knowledge is publicly
available, mostly based on underlying (physical, chemi-
cal, mechanical, . . . ) principles. However, availability de-
creases with increasing process complexity and specificity,
e.g., details on operating nuclear power plants [61], [62] or
Uranium enrichment facility are scarcer than explanations
and models of heat pumps and fridges [63].

To better understand and evaluate the physical im-
pact of cyberattacks, numerous publications delved into
process-based anomaly detection and the development of
physics- and simulation-in-the-loop testbeds or honey-
pots [64]. Examples include the Secure Water Treatment
(SWaT) and Water Distribution (WADI) testbeds [65],
[66], the simulation of a chemical process [67], or a
building automation testbed [68].

When process knowledge was shown or required, we
encode this with the value medium (0).

Process-mapping knowledge constitutes how the techni-
cal setup manipulates the physical process. It concerns the
exact devices, setpoints, and protocol messages involved
in obtaining a specific physical impact, e.g., to open a
specific valve for a certain duration, releasing this much
Chlorine into the water. It requires both basic technical
and process knowledge at least.

This knowledge is specific to a single setup, site, or
plant (or a few, if multiple sites are built identically) and
thus cannot be reused in other CPS deployments. It has to
be collected on-site. While this knowledge is available to
some (but not all) process engineers (read: insider), with
enough time, it can also be obtained during an attack by
an attacker with at least moderate technical CPS knowl-
edge, general process knowledge and a way to extract
information from the respective CPS deployment. Sources
can be information repositories, project files on operator
workstations, or the collection of screenshots of HMIs

and recordings of the commands sent over the network
while operators interact with the human-machine interface
(HMI). ATT&CK for ICS mentions possible ways to
obtain this type of knowledge as part of Collection. 8

Green, Krotofil, and Abbasi and Deloglos, Elks, and
Tantawy respectively write about the difficulty of obtain-
ing what they call “process comprehension” [15] and the
iterative way in which attackers try to obtain this process-
mapping knowledge [69]. Qin, Rosso, Cardenas, et al.
reverse-engineered partial process-mapping knowledge by
passively observing management traffic in a SCADA
network [33]. Several other publications, while not ad-
dressing its acquisition, do use process-mapping knowl-
edge. Garcia, Brasser, Cintuglu, et al., for example, know
which setpoints to manipulate to execute their attack, and
which sensor readings to forge to remain undetected [42].
Process-mapping knowledge is used in many of the highly
sophisticated targeted CPS attacks, including Stuxnet [1],
Triton, and Black Energy 3/Ukraine Power Grid. A high
(+1) encodes that process-mapping knowledge (and thus
also technical and process knowledge) is involved or
acquired.

A.2.3. Rater Instructions.
Initial Access

ATT&CK Tactic TA0108 captures techniques attack-
ers can use to obtain access to a CPS system.
low attacker obtains access using IT-knowledge and

tools, e.g., by exploiting a Windows computer in
the CPS network or an exposed webserver running
on a controller: Exploit Public-Facing Application
(T0819).

medium attacker demonstrates technical CPS
knowledge e.g., exploiting CPS network protocols,
or utilizing CPS-specific control software. It is
unclear, how process knowledge can help an
attacker obtain initial access.

high attacker demonstrates insights into process
mappings. Techniques Rogue Master (T0848) and
Supply Chain Compromise (T0862) can indicate
process mapping knowledge.

Execution
ATT&CK Tactic TA0104 captures techniques attack-
ers can use to obtain the ability to execute commands
or assume (partial) control over a device.
low attacker does not show any CPS-specific capa-

bilities. Execution can, for example, be obtained
via shell commands (Command-Line Interface,
T0807) or by running arbitrarily interacting with a
GUI (Graphical User Interface, T0823).

medium attacker demonstrates technical CPS
knowledge. For example, Hooking (T0874)
or Modify Controller Tasking (T0821) require
knowledge over the target platform. It is unclear,
how process knowledge can help an attacker to
achieve Execution.

high attacker demonstrates insights into the pro-
cess mappings. It is unclear how process-mapping

8. In particular, Data from Information Repositories (T0811), Point &
Tag Identification (T0861), Adversary-in-the-Middle (T0830), and Screen
Capture (T0852)



knowledge can help an attacker to achieve Execu-
tion.

Persistence
ATT&CK Tactic TA0110 captures techniques attack-
ers can use to persist their access to a device.
low attacker does not show any CPS-specific capa-

bilities. Hardcoded Credentials (T0891) may be an
example that allows to obtain persistence without
CPS-specific knowledge.

medium attacker demonstrates technical CPS
knowledge, e.g., using Module Firmware (T0839)
or Project File Infection (T0873). It is unclear
how process knowledge can help an attacker to
achieve Persistence.

high attacker demonstrates insights into process
mappings. Depending on how the attacker im-
plements Project File Infection (T0873), process-
mapping knowledge can be utilized.

Privilege Escalation
ATT&CK Tactic TA0111 captures techniques attack-
ers can use to extend or elevate their permissions.
low attacker does not show any CPS-specific ca-

pabilities. Exploitation for Privilege Escalation
(T0890) may be implemented without CPS-
specific knowledge.

medium attacker demonstrates technical CPS
knowledge, e.g., Hooking (T0874). It is unclear
how process knowledge can help an attacker to
achieve Privilege Escalation.

high attacker demonstrates insights into process
mappings. It is unclear how process-mapping
knowledge can help an attacker to achieve Priv-
ilege Escalation.

Evasion
ATT&CK Tactic TA0103 captures techniques attack-
ers can use to hide their presence or disguise their
activities.
low attacker does not show any CPS-specific ca-

pabilities. Techniques Masquerading (T0849) or
Rootkit (T0851) can be implemented without CPS-
specific knowledge.

medium attacker demonstrates technical CPS
knowledge, e.g., building a Rootkit (T0851) may
require technical ICS knowledge, or process
knowledge, e.g., some cases of Spoof Reporting
Message (T0856) may require process knowledge.

high attacker demonstrates insights into process
mappings. Advanced cases of Spoof Reporting
Message (T0856) may require process-mapping
knowledge, especially when the attacker needs to
spoof a complex physical process.

Discovery
ATT&CK Tactic TA0102 captures techniques attack-
ers can use to obtain information about other network
devices.
low attacker does not show any CPS-specific ca-

pabilities. Techniques Network Sniffing (T0842)
Remote System Discovery (T0846) can be im-
plemented without CPS-specific knowledge, e.g.,
using common IT tools like tcpdump or nmap.

medium attacker demonstrates technical CPS

knowledge. For example, Techniques Network
Sniffing (T0842) Remote System Discovery
(T0846) can be implemented in ways that
require technical knowledge, e.g., when the
attacker passively sniffs ICS-specific protocols
and extracts remote system information from
domain-specific protocols. It is unclear how
process knowledge can help an attacker to achieve
Discovery, however this type of knowledge may
help an attacker during Discovery e.g., because
the attacker may know what to look out for.

high attacker demonstrates insights into process
mappings. It is unclear how process-mapping
knowledge can help an attacker to achieve Dis-
covery.

Lateral Movement
ATT&CK Tactic TA0109 captures techniques attack-
ers can use to laterally move between devices and
networks.
low attacker does not show any CPS-specific ca-

pabilities. Many common IT techniques apply,
including e.g., Default Credentials (T0812), Lat-
eral Tool Transfer (T0867), or Remote Services
(T0886) using common (IT-typical) protocols (e.g.,
Telnet, SSH, or RDP).

medium attacker demonstrates technical CPS
knowledge, e.g., by implementing Remote
Services (T0886) using a domain-specific
protocol. It is unclear how process knowledge can
help an attacker to achieve Lateral Movement.

high attacker demonstrates insights into process
mappings. It is unclear how process-mapping
knowledge can help an attacker to achieve Lateral
Movement.

Collection
ATT&CK Tactic TA0100 captures techniques attack-
ers can use to collect information about devices and
physical processes. If the attacker does not have
access to insider knowledge, Collection is necessary
to obtain process-mapping knowledge of a CPS.
low attacker does not show any CPS-specific capa-

bilities. Some common IT techniques apply, e.g.,
Screen Capture (T0852).

medium attacker demonstrates technical or process
knowledge. While it seems plausible that an at-
tacker obtains these types of knowledge during
Collection, it seems more likely that an attacker
could utilize such knowledge to speed-up Col-
lection e.g., because they know which pieces of
information are relevant and how to obtain them.

high attacker demonstrates or obtains process-
mapping knowledge. Most, if not all Collec-
tion techniques aim to extend process-mapping
knowledge, three arbitrarily selected techniques
are Screen Capture (T0852), Point & Tag Iden-
tification (T0861), and I/O Image (T0877).

Command and Control
ATT&CK Tactic TA0101 captures techniques attack-
ers can use to implement command and control ca-
pabilities.
low attacker does not show any CPS-specific capa-



bilities. Some common IT techniques apply, e.g.,
usage of a Standard Application Layer Protocol
(T0869).

medium attacker demonstrates technical CPS
knowledge, e.g., by using a Standard Application
Layer Protocol (T0869) or a Commonly Used
Port (T0885) that is unique to the soft- and
hardware used in the target CPS. It is unclear
how process knowledge can help an attacker to
achieve Command and Control.

high attacker demonstrates process-mapping
knowledge. It is unclear how process knowledge
can help an attacker to achieve Command and
Control.

Inhibit Response Function
ATT&CK Tactic TA0107 captures techniques attack-
ers can use to impair the ability of the control system
to maintain control over the physical process.
low attacker does not show any CPS-specific

capabilities. Some common IT techniques ap-
ply, e.g., Denial of Service (T0814) or Device
Restart/Shutdown (T0816).

medium attacker demonstrates technical CPS
knowledge e.g., with Activate Firmware Update
Mode (T0800). Alternatively, an attacker might
use Alarm Suppression (T0878), Block Command
Message (T0803), or Block Reporting Message
(T0804) using technical ICS knowledge of the
used vendors, protocols, and software. It is unclear
how process knowledge can help an attacker to
achieve Inhibit Response Function.

high attacker demonstrates process-mapping
knowledge. Techniques like Manipulate I/O
Image (T0835) and Modify Alarm Settings
(T0838) require the attacker to have detailed
understanding of the impact of the current device
configuration on the physical world and how to
manipulate it to their advantage.

Impair Process Control
ATT&CK Tactic TA0106 captures techniques attack-
ers can use to alter or manipulate normal execution
of the physical process in favor of the attacker.
low attacker does not show any CPS-specific ca-

pabilities. An attacker without any CPS-specific
knowledge may be able to implement Unautho-
rized Command Message (T0855) or Modify Pa-
rameter (T0836) e.g., using an exposed web GUI
by arbitrarily changing values without understand-
ing the consequences.

medium It is unclear how technical CPS knowledge
can help an attacker to achieve Impair Process
Control. An attacker with awareness of process
knowledge may implement Spoof Reporting Mes-
sage (T0856) or Unauthorized Command Mes-
sage (T0855) to either trick the CPS or operators
into performing reactions or by directly sending
commands to the controllers that manipulate the
process in a desired way. Any manipulation of
a physical process done with an intended goal,
implies process knowledge.

high attacker demonstrates process-mapping
knowledge. Techniques like Manipulate Modify

Parameter (T0836) or Unauthorized Command
Message (T0855) imply process-mapping
knowledge, if the attacker directly addresses
and manipulates actuators in a targeted way (i.e.,
the attacker knows that manipulating a specific
point has a certain impact on the physical process
or process control system).

Impact
ATT&CK Tactic TA0105 captures techniques attack-
ers can use to obtain impact on the control system
and the physical process.
low attacker does not show any CPS-specific ca-

pabilities. Techniques like Loss of Availability
(T0826) or Denial of View (T0815) can be imple-
mented with IT-techniques only, e.g., by bricking
devices or using network DDoS.

medium attacker demonstrates technical CPS
knowledge, e.g., by abusing device-, vendor-, or
software-specific functionalities e.g., to obtain
Loss of Availability (T0826) or Loss of Control
(T0827). One example is resetting devices or
setting passwords. An attacker may require
process knowledge to implement Manipulation
of Control (T0831) in a meaningful way, as one
needs understanding of the process to manipulate
it.

high attacker demonstrates process-mapping
knowledge. Advanced implementations
of Manipulation of Control (T0831) and
Manipulation of View (T0832) may require
process-mapping. One example being Stuxnet that
not only sent specific commands to a specific
set of actuators to destroy centrifuges, but also
manipulated the reported values, implying that the
developers knew exactly how these points relate
to the physical process.

A.3. CPS-Context (Ctx)

A.3.1. Dimensions. To capture Ctx we extract eight char-
acteristics from the ENISA [29] report on “Good Practices
for Security of IoT” and an exploratory literature survey
of academic publications, international standards, and CPS
vendors’ product descriptions. Each context characteristic
is expected to have a security impact, i.e., a change is
expected to result in a change of attacks and required Cap .
Even though our eight interdisciplinary Ctx factors cover
a wide range of aspects, we do not claim completeness,
as there may be other (measurable) factors not captured
by our characteristics.
Physical Protection refers to measures taken to restrict
(unauthorized) physical access to equipment and protect
devices from physical tampering. It includes, among oth-
ers, whether devices are located in a publicly accessible or
access-restricted area, whether the devices are physically
enclosed, and whether (and if so, how) access restriction
is enforced. The ISO 27002:2022 standard dedicates an
entire chapter exclusively to security controls related to
physical access [27, ch. 7] and ISO 27019:2017 further
extends this specifically for process control systems in the
energy sector [4, ch. 11]. The U.S. Industrial Control Sys-
tems Cyber Emergency Response Team (ICS-CERT) links



physical access to CPS cybersecurity [32, ch. 2.3] and
states that “maturity varies for site facilities based on crit-
icality/culture” [32, tab. 1]. According to the ICS-CERT
Monitor 2017 report, ICS-CERT assessments found phys-
ical access control to be among the top five most common
weaknesses in CPS in 2014, 2016, and 2017 [28, tab. 1].
Device Protection concerns on-device cybersecurity mea-
sures such as user authentication, running secure software,
and host-based security monitoring. Both ISO 27001:2022
and ISO 27019:2017 list security controls regarding access
control, vulnerability and patch management, and imple-
mentation of (configuration) backup policies [4], [27]. The
U.S. Homeland Security ICS-CERT lists “host security”,
including patch management, and (host-based) “security
monitoring” as important factors of CPS cybersecurity
[32, ch. 2.6 f.] and identify “known vulnerabilities” as ma-
jor risk factor [32]. ATT&CK for ICS mentions possible
mitigation strategies to increase the level of device protec-
tion.9 According to the 2017 ICS-CERT Monitor report,
weaknesses related to Access Control and User Authenti-
cation appeared in the top four most common weaknesses
in 2014, 2015, 2016, and 2017: Often passwords are weak,
identical among all devices, and shared among all CPS
staff, bypassing security best-practices [28, tab. 1].
Network Protection concerns network architecture and
segregation (e.g., air-gapping), effective implementation
using e.g., VLANs, firewalls, as well as (network) security
monitoring and intrusion detection systems. ATT&CK for
ICS10 and the ICS-CERT both recommend best practices
for network architecture, -security mechanisms, and secu-
rity monitoring [32, ch 2.4, 2.5, 2.7]. The 2017 ICS-CERT
Monitor report lists network “boundary protection” as the
most common weakness every single year, starting from
2014 [28, tab. 1].
Device Rarity captures how many types of devices are
present and how common they are; whether devices
and software are from well-established, globally operat-
ing brands or smaller regional CPS vendors (see [33]).
There are also geographical differences. For example, the
SCADA protocol DNP3 is historically more prominent
in Northern America, while IEC-104 (and its predecessor
IEC-101) is more prominent in Europe [34], [35]. Qin,
Rosso, Cardenas, et al., describe a European gas distri-
bution network (running IEC-104) in which all remote
terminal units (RTU) were exclusively manufactured by a
local Dutch vendor [33]. In contrast, the BACnet protocol
or the Tridium Niagara controllers are globally present.

To maximize profits, cyber criminals re-use tools, in-
frastructure, and knowledge [36]–[39]. Assuming compa-
rable effort, it is economical to target devices with higher
market penetration, as the predicted return on investment
is higher [36]–[39]. Numerous studies link diversity to
resilience [40], [41] and the operational risk of a monocul-
ture with a singular market leader. One study even found
a correlation between company profits and the number
of vulnerabilities in their products [70]. Best practices
suggest patch and vulnerability management [32, ch 2.6.1]
to limit attackers’ abilities to re-use tools and ATT&CK

9. Update Software (M0951), Operating System Configuration
(M0928), Password Policies (M0927)

10. Network Segmentation (M0930), Network Intrusion Prevention
(M0931), Filter Network Traffic (M0937), Network Allowlists (M0807)

proposes measures to identify and prevent re-use of known
vulnerabilities.11

Contractor Independence measures how many (external)
parties are regularly interacting with the CPS and how
much the process depends on external factors, providers,
or resources. In some domains, stakeholders are com-
monly distinct parties (e.g., manufacturer, CPS-operator,
-integrator, -maintainer, -owner). Outsourced maintenance
can make ownership and (security) responsibilities unclear
and introduces remote access functionalities that would
otherwise not be necessary. Standard ISO 27002:2022
highlights the relationship between supply chains or ex-
ternal contractors, and the associate risk to information
security. [27, ch. 5.19 et seq.]. Controls specific to the
electricity sector are listed in ISO 27019:2002 [4, ch. 15].
Process Complexity considers the complexity of the
physical process and control program, and whether infor-
mation about the process is publicly accessible. Complex-
ity varies a lot; from simple IoT devices like a smart in-
dustrial fridge to complex systems comprised of multiple
interacting sub-systems like a nuclear power plant [71][62,
Fig. 1-1]). With increasing process complexity, learning
the process-mapping becomes more difficult, requires bet-
ter process and technical knowledge, as well as more time
and resources to collect and understand the obtained data.
As such, the lack of “process comprehension” [15] makes
it harder for attackers to obtain meaningful and targeted
physical impact. In fact, many academic publications con-
sider full process comprehension by default [15], [18],
[19], [42].
Safety Monitoring regards checks for critical process
states. With human supervision, a process engineer can
manually coordinate corrective actions. In high-risk con-
texts, an independent control system, the so-called Safety-
Instrumented System (SIS), automatically detects critical
process states and immediately executes the appropriate
fail-safe mechanisms [43]. However, safety systems are
not present in all CPS. In BAS, for example, dedicated
safety systems are uncommon, as failure of the “normal”
system often has very little safety impact.12

ATT&CK for ICS mentions additional protection lay-
ers for hazard scenarios and non-digitally controlled safety
mechanisms to contain the (physical) impact of cyberat-
tacks.13 The TRITON malware became famous as the first
cyberattack that targeted and manipulated the SIS of a
CPS [44]. The German BSI describes a 2014 cyberattack
against a German Steel Mill “led to the uncontrolled
shutdown of a blast furnace, leaving it in an undefined
state and resulting in massive damage” [45, ch 3.3.1],
very likely triggering the SIS. In another case, a very
simple cyberattack was noted by the process operator and
real physical impact was inhibited by the process operator
implementing corrective actions. 14

11. Vulnerability Scanning (M0916) and Threat Intelligence Program
(M0919)

12. In most buildings, safety-critical features work independently of
the BAS and do not require the BAS to be operational (e.g., an emer-
gency exit door can be monitored via BACnet but in state of emergency,
the door can always be unlocked, physically, regardless of the state of
the BAS).

13. Safety Instrumented Systems (M0812) and Mechanical Protection
Layers (M0805)

14. https://www.wired.com/story/oldsmar-florida-water-utility-hack/

https://www.wired.com/story/oldsmar-florida-water-utility-hack/


Legislation and Regulation captures the presence of
authority-imposed requirements or standards that form an
extrinsic motivation to guarantee properties of the physical
process (e.g., availability or quality). Regulations pose
minimal requirements that have to be achieved, often re-
gardless of economic interests of the responsible company
or organization. Critical infrastructure such as drinking
water purification and distribution of water and of natural
gas are examples of regulated domains where many coun-
tries specify quality and availability requirements for the
delivered resource. For example, the Netherlands regulates
disruptions to drinking water distribution (expected to be)
longer than 24 hours by law.

Standards ISO 27002:2022 and ISO 27019:2022 have
dedicated sections on compliance and legal requirements
[4], [27]. Especially ISO 27019 mentions compliance and
legal obligations of the physical process in context of
cybersecurity.

Based on the cited literature, we conjecture these char-
acteristics positively correlate with the CPS capabilities
required for attacks with physical impact.

A.3.2. Values. As we require a simple scoring system,
we define three categorical values, high, medium, and
low and assign them numerical values +1, 0, and − 1
respectively.

High value. The high value (+1) is used to indicate
that a Ctx factor is implemented or present correctly and
completely, at a high maturity level. This often implies the
presence of regular checks and enforcement. For technical
Ctx factors, this means that the CPS operator implemented
these correctly, for external factors like e.g., legislation
and regulation, this implies that the CPS operator needs
to comply with strict regulations that are enforced and
successfully achieve the intended purpose.

Medium value. A medium value (0) depicts implemen-
tation of a Ctx factor following basic or minimum-level
best-practices or implementations.

Low value. The low value (−1) indicates that a Ctx
factor is not implemented at all, or implementation does
not have any notable effect, e.g., because measures are
easily circumvented. Examples are e.g., a lack of any form
of network segregation (network protection), no or default
credentials (device protection), the absence of any safety
system (safety monitoring) or the absence of any effective
supervision from a public authority (legislation and regu-
lation). This value is assigned for Ctx characteristics that
are implemented below general best-practices.

A.3.3. Rater Instructions.
Physical Protection

Depicts whether a device is easily accessible in a
physical sense or not.
low devices in public space or easily accessible

to the public; Example: building automation, gas
distribution street closets, wireless networks, . . .

medium devices not easily accessible (physically)
e.g., because they are located in a restricted area.
Example: factory assembly line, elevator control
room, gas/power/water distribution stations, . . .

high devices not easily accessible, attacker would
have to overcome multiple layers of security before
obtaining physical access. Example: power plant

Device Protection
Depicts whether the application(s) running on the
device are resilient against cyber attacks or not.
low devices with default passwords, outdated and

known to be vulnerable software libraries. Exam-
ple: IoT-cameras with known authentication by-
pass, unpatched controllers, . . .

medium authentication is required, devices have
(non-default) passwords. There are no exposed
vulnerabilities than can be exploited easily. Exam-
ple: (secure) remote access gateways for BAS

high devices known to be difficult to compromise
e.g., because they are hardened or designed for
public-facing scenarios. Authentication with strong
password protection, no exploitable software bugs,
etc. Example: Secure elements

Network Protection
Depicts whether a device is easily accessible by
means of a cyberattack (i.e., over the network) or
not.
low devices facing the public Internet or any other

insecure network without proper firewalling or se-
curity measures. Example: unprotected or default-
password remote management access is exposed
over the Internet

medium devices are not directly facing the Internet,
or the exposed protocols are well restricted and
authentication is required. Devices and networks
are properly segregated using firewalls and an at-
tacker needs to implement MITRE ATT&CK Tac-
tic Lateral Movement to successfully compromise
or interact with the device. Example:factory

high network is properly segmented and there are
trust boundaries. Attackers would need to show
skills in Lateral Movement to move between indi-
vidual network segments (without being detected)
or get access to the device in another way. Exam-
ple: power-plants

Device Rarity
Depicts how “local” or “global” the market is, with
respect to software and hardware. Some devices like
CCTV IP cameras typically run a Linux kernel and
are typically the same all over the world, devices like
Siemens S7 are globally available but less common,
BACnet and KNX are only common in specific re-
gions, and when looking at critical infrastructures we
expect to see local vendors.
low devices and network protocol implementations

are very common across the globe. One can ex-
pect that many other devices are identical or run
the same or very similar software libraries and/or
protocol stacks. Example: IoT IP-cameras running
Linux kernel, standard web server, . . .

medium devices or software libraries are not com-
mon or de-facto standard on an international scale.
Example: railway ICs devices, factory automation,
power grid RTUs, . . .

high devices and software libraries are very re-



gional, manufactured from national or local com-
panies. Example: RTUs for gas or water distribu-
tion networks.

Contractor Independence
Depicts how much the process relies on external
stakeholders (example: in building automation there
is the network architect, the integrator, the phys-
ical maintenance contractor, the network provider
the client who runs the building, potentially cam-
era/elevator/... operators). This concept includes ser-
vice contractors to operate the CPS, peering-partners
in case of a distributed CPS, and also dependencies
for the physical process itself.
low there are many dependencies on contracted par-

ties, as a result ownership is not always clear,
change requests take a long time and are imple-
mented by externals.Example: building automation
networks.

medium there are a few, well selected contracted
parties, the roles are clear and the associated risks
are well-documented and acceptable. Some inter-
ruptions are expected when then contractors fail
to meet agreements but the physical process is
expected to revert to normal within a reasonable
time. Example: district heating.

high all core functionalities and competencies are
in-house or, if they come from a third party, timely
available, strongly supervised and monitored. The
process is expected to continue with acceptable
restrictions in case dependencies fail or try to
sabotage the process. Example: power-plants.

Process Complexity
Depicts how complex the controlled physical process
is and therefore how complex it is to learn it (i.e., the
process). This metric also includes how much of this
information is given from the labels on the HMI or
sniffing the network traffic.
low the process is fairly simple and comparably

easy to learn (e.g., because it is limited to a
single device), even for somebody with no control
system familiarity (but security/networking expe-
rience/knowledge). Example: fridge, CCTVs, . . .

medium some effort is needed to learn to understand
the physical process and how the physical process
is implemented on this instance (”process map-
ping”), as the process is not trivial (e.g., because
it is distributed or contains many related in- and
outputs). Valid for “subsystems”. Example: build-
ing automation network for an entire building, one
production belt in a factory, a specific sub-system
of e.g., a battleship

high ICS-technical and ICS-process background
knowledge is required to be able to understand the
process in a reasonable amount of time (i.e., within
months). Understanding the system without proper
documentation requires a high amount of effort.
Example: stuxnet Iranian uranium enrichment fa-
cility, entire power plant, airplanes, battleships, . . .

Safety Monitoring
Whether a dedicated safety system is in place, either
in form of a human supervisor or an automated
system monitoring the physical process and taking

over process control to avoid desaster.
low there is no such safety monitoring system in

place. Example: building automation network
medium a safety-system of some form is in place,

ensuring that the monitored system or process
cannot reach critical states or notify the operator
for intervention, or automatically run fail-safe op-
erations. Systems can, but do not have to be, fully
mechanical. Example: emergency pressure release
valves, airplane safety-systems notifying the pilot
immediately

high a safety system is in place and properly con-
figured. The system automatically applies safe-
default and fail-safe operation when needed, mak-
ing worst-case scenarios virtually impossible. Ex-
ample: nuclear power plant, railway interlocking

Legislation and Regulation
Whether a dedicated authority oversees the physical
process and/or safety, and how strict the regulatory
boundaries are.
low No or very few legislative boundaries related to

safety or the physical process. Example: building
automation

medium Legislative boundaries exist and require the
operator of the CPS and physical process to com-
ply with a set of regulations e.g., related to pro-
cess safety or process continuity. Example: human
safety in manufacturing

high The process and safety-aspects are strictly
supervised and monitored. Deviations (e.g., acci-
dents, failures, cyberattacks, . . . ) are generally not
acceptable and have to be disclosed and analyzed.
Example: aviation, railway, critical infrastructure
(energy, water distribution)

Full rater instructions are included in the data artifact
associated with the paper.

A.3.4. Rating Example. We illustrate the rating process
with an example for the “KNXlock” incident from the
BAS domain. From public reports, it is known that an IP-
KNX-gateway connected the KNX building network, sup-
posed to be separated from other networks, to the public
Internet, resulting in low Network Protection. All KNX
devices follow a known standard and protocol (KNX),
thus have low Device Rarity. Usually, building networks
are maintained and operated by external contractors (cf.
Contractor Independence), the available reports do not
give reason to believe that this was different in this case,
thus resulting in another low value. Typically, Building
Automation networks have comparably simple processes
(cf. Process Complexity) and do not have dedicated Safety
Monitoring system.

This partial example shows that, even though public
reports lack many details, the quality and quantity of avail-
able information is sufficient to perform Context rating.
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